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Abstract In this work we study the combination of multi-

cost routing and adjustable transmission power in wireless

ad hoc networks, so as to obtain dynamic energy- and

interference-efficient routes to optimize network perfor-

mance. In multi-cost routing, a vector of cost parameters is

assigned to each network link, from which the cost vectors

of candidate paths are calculated. Only at the end these

parameters are combined in various optimization functions,

corresponding to different routing algorithms, for selecting

the optimal path. The multi-cost routing problem is a

generalization of the multi-constrained problem, where no

constraints exist, and is also significantly more powerful

than single-cost routing. Since energy is an important

limitation of wireless communications, the cost parameters

considered are the number of hops, the interference caused,

the residual energy and the transmission power of the

nodes on the path; other parameters could also be included,

as desired. We assume that nodes can use power control to

adjust their transmission power to the desired level. The

experiments conducted show that the combination of multi-

cost routing and adjustable transmission power can lead to

reduced interference and energy consumption, improving

network performance and lifetime.

Keywords Ad hoc � Multi-cost � Power control �
Energy � Interference

1 Introduction

An ad hoc network is a set of nodes that have the ability to

communicate wirelessly without the existence of any fixed

infrastructure. Nodes in an ad hoc network use other nodes as

intermediate relays to transmit packets to their destinations.

Since nodes are usually battery operated, energy conserva-

tion is an important issue. Furthermore, because of the

broadcast nature of the wireless medium, ad hoc networks

are also limited by interference/capacity considerations.

We distinguish between two routing approaches: the

single-cost and the multi-cost approach. Most routing

protocols proposed to date are based on the single-cost

(shortest path) idea, where a single metric is used to rep-

resent the cost of using a link. This link metric can be a

function of several network parameters (including load,

energy and interference related parameters), but it is still a

scalar. Routing algorithms of this kind calculate the path

that has the minimum cost for each source-destination pair.

Single-cost routing algorithms cannot optimize perfor-

mance with respect to general cost functions, and they do

not easily support Quality of Service (QoS) differentiation.

Also, they usually yield only one path per source-destina-

tion pair, leading to non-uniform traffic distribution and

possible instability problems [1].

In multi-cost routing, a vector of cost parameters is

assigned to each link, and the cost vector of a path is

defined based on the cost vectors of the links that comprise
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it. A set of candidate non-dominated paths is calculated for

each source-destination pair, and an optimization function

is used to choose the optimal among them. The cost

parameters of interest to us are the hop count, the inter-

ference caused by a packet transmission, the residual

energy of the nodes, and the transmission power used. We

assume that nodes can adjust their transmission power to

the minimum required level for coherent reception at the

recipient node; in contrast, networks that use static trans-

mission power consume more power than necessary,

leading to energy squander and increased interference. As

we will show, multi-cost routing makes application-spe-

cific routing possible, and permits the use of metrics that

could not be considered in single-cost routing.

It is commonly accepted that in ad hoc networks there is

a strong coupling among the performances of the different

traditional layers of the ISO/OSI network model [1].

Decisions made at one layer affect decisions and perfor-

mance at other layers, making multilayer optimization

necessary. In our work we show how the combination of

power control and multi-cost routing can help alleviate the

energy and interference limitations of ad hoc networks. To

this end, we propose and evaluate a number of energy- and

interference-aware multi-cost routing algorithms that use

the power adjustment capability of the nodes.

The context in which our energy- and interference-

aware routing strategies are evaluated is that of the evac-

uation problem (Fig. 1). In this setting, the network starts

with a certain number of packets that have to be routed and

a certain amount of energy per node, and the objective is to

serve the packets in the smallest number of steps, or to

serve as many packets as possible before the energy at the

nodes is depleted. We assume that the nodes are capable of

dynamically adjusting their transmission power, so that

they can communicate directly with any node they wish.

Hence the network is fully connected, but, depending on

the routing algorithm employed, a node may choose not to

use the direct link to the destination, and use a multihop

path instead. This assumption, which may not be valid in

practice, is made so as to study the extent to which power

control along with multi-cost routing can help optimize

network performance. We are interested in measuring the

average packet delay, the mean and the variance of the

residual energy at the nodes after all data transfer has been

completed, the average number of hops on the paths taken,

the fraction of packets delivered to their destination, the

frequency of packet collisions and the network throughput.

Our simulation results show that the proposed multi-cost

routing algorithms reduce interference and energy con-

sumption, spread energy consumption more evenly across

the network, and improve network performance and life-

time, when compared to more traditional algorithms that

use a single cost criterion for making routing decisions.

The remainder of the paper is organized as follows. In

Section 2 we report previous work. In Section 3 we present

multi-cost routing for a general network. We also describe

link cost parameters and optimization functions that are

appropriate for the special case of wireless ad hoc net-

works. Section 4 outlines some of the differences between

multi-cost and single-cost routing. In Section 5 we evaluate

the performance of the multi-cost routing algorithms pro-

posed under the network evacuation model. Finally, in

Section 6 we present our conclusions.

2 Previous work

A great deal of work on wireless ad hoc networks has

focused on the design of efficient routing protocols, where

efficiency is interpreted using various performance criteria.

Some works have designed routing protocols that exhibit

small end-to-end delay, adaptiveness to the mobility of the

nodes, or efficient use of the bandwidth or the energy. Most

of these algorithms are single-cost, in the sense that they

assign a scalar cost parameter to each link and compute the

path that has minimum cost. Multipath single-cost routing

has also been investigated, where a set of paths, instead of

one optimal path, is found. Some works have also exam-

ined multi-constrained routing algorithms for ad hoc net-

works, by concentrating more on providing polynomial

time multi-constrained heuristic routing algorithms and

less on the cost parameters used and their effects on net-

work performance. The present work differs from earlier

works, by introducing multi-cost routing, as a generaliza-

tion of both single-cost and multi-constrained routing, and

using this approach to perform efficient energy-aware

routing in ad hoc networks, using the nodes’ power

adjustment capabilities.

Fig. 1 The evacuation problem. Initially, each node i has energy Ei

and holds Ni packets that have to be evacuated from the network
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In [2–4] some well known routing algorithms for ad hoc

networks are presented, where the emphasis is on finding

ways to deal with mobility, and the metric optimized is the

hop count or the delay. In [5], which is one of the first

works proposing energy-aware routing for ad hoc net-

works, five energy-related metrics are investigated. In [6]

a distributed protocol for finding the minimum power

topology is presented. In [7] and [8] link costs are defined

based on the energy expenditure for unit flow transmission

and the initial and residual energy at the transmitting

nodes. In [9] a new cost metric is used for routing, which is

a function of the remaining battery level and the number of

neighbours of a node. Other works have focused on the

discovery of energy efficient routes under the constraint of

a fixed end-to-end bit error rate, or by considering the

expected number of retransmissions for reliable packet

delivery [10, 11]. The selection of multiple energy efficient

paths for a given source-destination pair has been proposed

in [12].

Transmission power control for energy efficiency is

also investigated in various works. In [13] two algorithms

are proposed for selecting the node transmission power. In

[7] the authors incorporates power control in the routing

of packets, and try to increase energy consumption at

nodes with plenty of energy, while reducing consumption

at nodes with small energy reserves. In [14] power control

is incorporated in the MAC layer by using the RTS-CTS-

DATA-ACK sequence to reach an agreement on the

transmission power to be used. In [15] and [16], joint

power control, scheduling and routing algorithms are

presented. In [17] the Slow Start MAC Protocol is pro-

posed, where a slow start mechanism is used for the

transmission of RTS/CTS and DATA packets, so as to

save energy and decrease interference. Moreover, a

number of devices exist capable of adjusting dynamically

their transmission power, such as the Sun SPOT devices

[18]. The Sun SPOT device is a small, wireless, battery

powered experimental platform that includes a range of

built-in sensors (e.g., temperature sensor) and it is

developed by Sun.

A number of works [9, 19, 20] have studied the effects

capacity and interference limitations have on the maximum

achievable throughput of an ad hoc network, under a

variety of assumptions on the network topology, the rout-

ing algorithm used, and the traffic pattern. In [21] the

expected transmission count (ETX) metric is used, which

incorporates the link loss ratios and the interference among

successive links of a path. These metrics, however, ignore

energy limitations, and tend to negatively impact network

lifetime by overusing the energy reserves of a small set of

nodes. Other works propose interference-aware routing

using different definitions for the interference metric

[22, 23].

The routing protocols mentioned above follow the sin-

gle-cost approach, in the sense that they base their deci-

sions on a single, scalar metric (which maybe a function of

several metrics). Multi-constrained routing algorithms have

also been investigated, especially for wired networks

[24–28]. Finding paths subject to two or more cost

parameters/constraints is in the general case an NP-com-

plete problem [24, 29]. As a result, most algorithms pro-

posed in this area concentrate on solving the Multi-

Constrained Path (MCP) problem or the Multi-Constrained

Optimal Path (MCOP) problem in a heuristic and approx-

imate way with polynomial and pseudo-polynomial-time

complexities, paying little attention to the parameters/costs

used and their effects on network performance. The multi-

constrained problem has been less studied in the context of

wireless ad hoc networks, even though these networks have

important reliability, energy, and capacity constraints that

are not present in wired networks. In [30] the authors

propose a probabilistic modeling of the link state for

wireless sensor networks, and propose an approximation of

a local multipath routing algorithm to provide soft-QoS

under delay and reliability constraints. In [31] a multi-

constrained QoS routing algorithm for mobile ad hoc net-

works is proposed that uses simulated annealing. In [32]

the authors present an algorithm based on depth-first-search

that solves the general k-constrained MCP problem with

pseudo-polynomial time complexity. In [33] and [34] well-

known routing algorithms for ad hoc networks, are exten-

ded to support QoS through the usage of multiple con-

straints. These algorithms focus on the bandwidth and

delay constrained routing problem. In [35] a QoS routing

scheme for ad hoc networks that uses flooding is proposed.

In the present work we examine how multi-cost routing,

which is a generalization of multi-constrained routing, can

be used to improve the performance of energy-and capa-

city/interference-constrained ad hoc networks. Despite the

potential of multi-cost routing, the research activity in this

field has been limited. The idea of multi-cost routing was

presented in [36], where it was applied to wireline max-

min fair share networks. Some of the ideas concerning

multi-cost routing in wireless ad hoc networks and power

control are scattered over our previous papers [37, 38] and

are presented here coherently and more structured.

3 Interference/energy-aware multi-cost routing

algorithms

3.1 Multi-cost routing

In multi-cost routing [36], each link of the network is

assigned a cost vector consisting of several cost parame-

ters. The cost vector of a path is obtained from the cost
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vectors of the links that comprise it by applying, compo-

nentwise, a monotonic associative operator to each cost

vector parameter. The parameters that may be included in

the path cost vector are categorized by the way they are

obtained from the link cost vectors, that is, by the asso-

ciative operator used for each cost vector component, and

by the criterion applied to them (maximization or mini-

mization) to select the optimal path. To be more specific,

we denote by vl ¼ ðv1l; v2l; . . .; vklÞ the link cost vector of

link l, by VðPÞ ¼ ðV1;V2; . . .;VkÞ the cost vector of the

path P that consists of links l = 1, 2, …, L, and by f(V) the

optimization function that has to be minimized in order to

select the optimal path. The cost vector V(P) = (V1, V2,

…, Vk) of a path P consisting of links l = 1, 2, …, L, is

then obtained from the cost vectors of the links that com-

prise it by applying component-wise a monotonic asso-

ciative operator � to each cost vector parameter:

Vm ¼ �L
l¼1vml

The associative operator may be different for different

cost vector components. Generally, the parameters in the

path cost vector, are categorized by the way they are

obtained from the link cost vectors, that is by the

associative operator used for each cost vector component,

and by the criterion that is applied to them (maximization

or minimization) to select the optimal path. For example,

the m-th parameter of the cost vector may be of one of the

following types:

– additive, where

Vm ¼
XL

l¼1

vml; vml� 0

and f is monotonically increasing in Vm (so our objective is

to minimize Vm),

– restrictive, where

Vm ¼ minl¼1;...;Lfvmlg

and f is monotonically decreasing in Vm (so our objective is

to maximize Vm), and

– maximum representative, where

Vm ¼ maxl¼1;...;Lfvmlg

and f is monotonically increasing in Vm (so our objective is

to minimize Vm).

A multi-cost routing algorithm [36] consists of two

phases. In the first phase a set of candidate paths, called

non-dominated paths, is obtained for a given source-des-

tination pair using a multi-dimensional Dijkstra-like algo-

rithm, executed at predefined intervals. Non-dominated are

the paths for which it is impossible to find other paths that

are better with respect to one of the cost criteria without

being worse with respect to some other cost criterion. The

algorithm that computes the non-dominated paths is a

generalization of Dijkstra’s algorithm with the basic dif-

ference that a set of non-dominated paths between the

source and a destination node is obtained, instead of a

single path. A detailed description of the algorithm is given

in [36].

In the second phase of a multi-cost routing algorithm,

when the origin node wishes to route a packet or a session

to a given destination, a scalar cost function f is applied to

the cost vectors of the non-dominated paths leading to that

destination, and the path that gives the minimum cost is

chosen. The optimization function f used depends on the

QoS requirements of the session and may be different for

different sessions. Note that the first phase reduces signif-

icantly the algorithm’s total computational effort, since

the optimization function does not need to be applied to

every possible path for a given source-destination pair, but

only to the set of non-dominated paths; this was proven in

[36].

3.2 Cost parameters for ad hoc networks

The cost parameters used in the proposed interference/

energy-aware multi-cost routing algorithms for ad hoc

networks are the following.

– The number of hops h. The associative operator � used

in this case is the addition:

h ¼
Xj

l¼1

hl;

where hl = 1 for all links l. Paths with a small number of

hops are generally preferable to longer paths.

– The minimum residual energy R of a path. Here we use

the residual energy Rl at the transmitting node of link l

as the link cost metric. The minimum residual energy

on the path is then obtained by applying the minimi-

zation (restrictive) operator to the link cost metrics to

obtain:

R ¼ min
l¼1;...;j

Rl:

The minimum residual energy R indicates the degree to

which a path is energy-critical. Paths with large minimum

residual energy are generally preferable.

– The sum T1, or the maximum T? of the transmission

powers used by the nodes on a path. If we denote by Tl

the transmission power required for correct reception

over link l, then T1 is obtained by combining the link

metrics using the additive operator, while T? is

obtained by combining the link metrics using the

maximization (maximum representative) operator:
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T1 ¼
Xj

l¼1

Tl

or

T1 ¼ max
l¼1;...;j

Tl:

Paths with small values for T1 consume little total energy,

and are therefore preferable. Similarly, paths with small

values of T? avoid energy-critical nodes and are also

preferable.

– The total interference I1, or the maximum interference

I? caused by using a path. As in [22], we define the

interference Il caused by using link l as the number of

nodes (other than the transmitter and the receiver) that

are within the transmission range of the end nodes of

link l. If we denote the distance between the transmitter

a and the receiver b of link l = (a, b) as |a, b|, then:

Il ¼ Iða;bÞ ¼ jfc 2 V ; jb; cj � ja; bjg
[ fc 2 V; ja; cj � ja; bjgj � 2

Of course one could suggest that some of the neighbours of

nodes a and b may be inactive; however the metric assumes

of the worst case scenario were all nodes are active and can

transmit at any time. Also, in our metric we count the nodes

that are within the transmission range of both the trans-

mitter and the receiver and not only those of the trans-

mitter. This is consistent with the RTS/CST mechanism of

the 802.11 protocol we use, which informs and deters from

transmission the neighbouring nodes of both ends of a link.

Note that the interference metric is defined in our paper as

an indicator of the number of other nodes that hear a

transmission (and not as the interference power).

The total interference I1 or the maximum interference I?
caused by using a path is obtained by employing the

additive or the maximization (maximum representative)

operator, respectively, for combining the interference

metrics of the links on the path:

I1 ¼
Xj

l¼1

Il

or

I1 ¼ max
l¼1;...;j

Il

Paths that create little total interference I1 or little maxi-

mum interference I? are generally preferable.

To clarify the notion of domination, consider the hop

count h, the minimum residual energy R, the (total or

maximum) transmission power T, and the (total or maxi-

mum) interference I, as the parameters of interest. Then a

path p1, with cost vector V1 = { h1, R1, T1, I1 }, is said to

dominate a path p2, with cost vector V2 = {h2, R2, T2, I2},

when h1 \ h2, R1 [ R2, T1 \ T2 and I1 \ I2, In other

words path p1 dominates path p2, if p1 uses a smaller

number of hops h, its nodes have larger energy reserves R,

uses smaller transmission power T and causes less inter-

ference I. If p1 is not dominated by any other path, then we

say that p1 is a non-dominated path.

Note that the parameters used in multi-cost routing do

not have to be independent. The case where the parame-

ters are independent is a special case, and it is not desir-

able to limit the algorithms to consider only this case. For

example, when a node uses large transmission power the

interference caused to its neighboring nodes will also tend

to be large. However, the interference caused by a trans-

mission also depends on the nodes’ locations, and not only

on the transmission power, and this is captured in the

interference metric we use. Large transmission power also

results in large energy expenditure by the transmitting

nodes. Since both energy and interference are important,

we include both the transmission power and interference

metrics in the cost vectors and in the optimization func-

tions. Also, the residual energy parameter only captures

the current energy state of the network and as a result we

also use the transmission power parameter as an indicator

of the energy that will be consumed when using a can-

didate path.

The freedom that exists in the choice of the optimization

function (Sect. 3.3) is used to obtain algorithms that give

different emphasis on the different parameters (which do

not have to be independent). The best choice of the opti-

mization function is found through performance compari-

sons (Sect. 5). Even if the parameters were independent,

this would not help us know a priori which optimization

function would perform better.

3.3 Optimization functions: proposed algorithms

We combine the aforementioned cost parameters in dif-

ferent ways to produce various multi-cost routing algo-

rithms. The following table contains the optimization

functions examined, each corresponding to a different

routing algorithm for selecting the paths. All of them select

the path P with the minimum cost returned from the cor-

responding function. The optimization functions examined

generally try to select paths that have a small number of

hops, cause little interference, consume little energy and

pass through nodes that have large residual energy, but they

differ in the relative importance each of them gives to these

metrics. We examined a number of different optimization

functions (e.g., with and without square roots), the most

interesting of which are the following:
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– Minimum Interference algorithm: The criterion opti-

mized is the sum of the interference of all the links on

the path:

minPI1ðPÞ:

This cost function actually results in a single-cost

algorithm.

– Minimum Transmission Power algorithm: The criterion

optimized is the sum of the transmission powers of the

nodes on the path:

minPT1ðPÞ:

This cost function also results in a single-cost algorithm.

– SUM/MIN Energy-Interference algorithm: The optimi-

zation that takes place is:

minP
T1ðPÞ � I1ðPÞ

RðPÞ ;

which tends to select paths that cause little total interfer-

ence, use little total transmission power, and pass through

nodes that have large residual energies.

– SUM/MIN Energy-Half-Interference algorithm: The

function optimized is similar to the one used in the

SUM/MIN Energy-Interference algorithm, but has a

smaller dependence on the interference metric:

minP
T1ðPÞ �

ffiffiffiffiffiffiffiffiffiffiffi
I1ðPÞ

p

RðPÞ :

– SUM/MIN Energy-Interference-Half Hop algorithm:

The optimization function is equal to the SUM/MIN

Energy-Interference function, multiplied by
ffiffiffiffiffiffiffiffiffiffi
hðPÞ

p
so

as to discourage, to a certain extent, the use of long

paths:

minP

ffiffiffiffiffiffiffiffiffiffi
hðPÞ

p
� T1ðPÞ � I1ðPÞ
RðPÞ

– SUM/MIN Energy-Half-Interference-Half Hop algo-

rithm: The optimization function used is equal to that

in the SUM/MIN Energy-Half-Interference algorithm,

multiplied by
ffiffiffiffiffiffiffiffiffiffi
hðPÞ

p
:

minP

ffiffiffiffiffiffiffiffiffiffi
hðPÞ

p
� T1ðPÞ �

ffiffiffiffiffiffiffiffiffiffiffi
I1ðPÞ

p

RðPÞ :

– MAX Interference algorithm: The function optimized is

the maximum of the interferences of the links on the

path:

minPI1ðPÞ:

– MAX/MIN Energy-Half-Interference algorithm: The

optimization function is similar to that in the SUM/

MIN Energy-Half-Interference algorithm, except that

the transmission power and the interference are used

as maximum representative instead of additive cost

metrics:

minP
T1ðPÞ �

ffiffiffiffiffiffiffiffiffiffiffiffi
I1ðPÞ

p

RðPÞ :

– MAX/MIN Energy-Half-Interference-Half Hop algo-

rithm: The optimization function is similar to that in

the SUM/MIN Energy-Half-Interference-Half Hop

algorithm, except that the transmission power and the

interference are used as maximum representative

instead of additive cost metrics:

minP

ffiffiffiffiffiffiffiffiffiffi
hðPÞ

p
� T1ðPÞ �

ffiffiffiffiffiffiffiffiffiffiffiffi
I1ðPÞ

p

RðPÞ :

In what follows, we will refer to the functions SUM/

MIN Energy- Interference and SUM/MIN Energy- Half-

Interference as Energy-Interference functions, and to the

corresponding routing algorithms as Energy-Interfe- rence

algorithms. For the sake of brevity, we will also refer to the

functions SUM/MIN Energy- Interference- Half- Hop and

SUM/MIN Energy- Half- Interference- Half Hop as Mixed

functions, and to the functions MAX/ MIN Energy- Half-

Interference and MAX/MIN Energy- Half- Interference-

Half Hop as MAX/MIN functions.

In general, the number of different non-dominated (and

candidate) paths depends on the number of parameters in

the cost vector, and on the type of operators used for cal-

culating a path’s cost vector from the constitutes links’ cost

vectors. In this context, it is possible that in some algo-

rithms the number of non-dominated paths calculated is in

the worst case exponential and it is not guaranteed that

these algorithms run in polynomial-time. The cost param-

eters h, T1 and I1 are additive metrics, while the R, T? and

I? are concave (restrictive or maximum representative).

Based on [24], if the cost vector contains at most one

additive metric (other than the hop count), then the algo-

rithm is polynomial, independently of the number of the

restrictive (that use the minimization operator) and maxi-

mum representative (that use the maximization operator)

metrics. If the cost vector contains two or more additive

metrics (other than the hop count), then the algorithm is

exponential. The complexity considerations make some

(polynomial) algorithms interesting even though they un-

derperform some other (exponential) algorithms. As a

result the SUM/MIN (Energy-Interference and Mixed)

algorithms are exponential, while all the other algorithms

(e.g., MAX/MIN) are polynomial. One of the main reasons

we examine additive and concave metrics is that additive

metrics usually result, as we will see, in somewhat better

performance but longer algorithmic complexity, while the

opposite is true for concave metrics. However, in practice,

we found that the running times of the non-polynomial
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algorithms were also acceptable, at least for the network

sizes used in the simulations.

In all cases, the algorithms first find the set of non-

dominated paths with cost parameters (h, T, I, R), and then

use the corresponding optimization function f(h, T, I, R) to

select the optimal path. In other words the computation of

the set of non-dominated paths is common to all algorithms

and the selection of the optimal path is done at the end in a

way that is different for each of the algorithms proposed.

The function to be optimized at the last step may depend on

the QoS requirements of the user. The optimization func-

tions considered penalize paths that use a large number of

hops, or consume a large amount of energy, or pass through

nodes that have little energy left, differentiating however

from each other by giving different importance to each of

these factors.

3.4 Power control

The ability of the nodes to adjust their transmission power

levels is very important. With static transmission power

case, where this ability is not present, a node may expend

an unnecessarily large amount of energy and cause

unwarranted interference to other nodes, when the desired

recipient is at a smaller distance than the static transmis-

sion range used.

The ability of a node to adjust its transmission power

results in interesting dilemmas and tradeoffs, which is

basically what the multi-cost routing algorithms try to

resolve. For example, in Fig. 2 node 1 can communicate

directly with node 5, or it can use nodes 2, 3 and 4 as

intermediate relays. In the first case the number of hops is

equal to one, but the transmission power used is large. In

the second case the number of the hops is four, but the total

transmission power used is smaller than in the first case. A

question that arises is which of the two approaches is better

when all factors are taken into account. Another example

indicating the benefits obtained from the flexibility pro-

vided by the variable transmission power is presented in

Fig. 3. In case (a) nodes C and D cannot communicate,

because they are both within the transmission floor

reserved by the 802.11 MAC protocol for the communi-

cation of A with node B, while in case (b) node A adjusts

its transmission power to the minimum required so that

both pairs of nodes can communicate simultaneously.

Since nodes have the ability to control their transmission

power, the topology of the network is not fixed and

depends on the transmission powers chosen. During the

execution of the algorithm and the candidate paths for-

mulation phase, all the different combinations of nodes’

transmission level and the resulted network to- pologies

are evaluated. Due to the domination relations applied

some of these combinations are discarded from further

consideration, reducing this way the solution space. For

example, in Fig. 2 our algorithm, during the path formu-

lation phase, can find two paths connecting nodes 1 and 5:

(1) (1, 5) and (2) (1, 2, 3, 4, 5), where node 1 uses two

different transmission power levels Tlarge
1 and Tsmall

1 cor-

respondingly. This way there are two cost vectors for paths

(1) and (2):

ðTlarge
1 ;R1; I1Þ

and

ðTsmall
1 þT2þT3þT4;minfR1;R2;R3;R4g;maxfI1;I2;I3;I4gÞ;

assuming additive, minimization and maximization opera-

tors for the transmission power T, the residual energy R and

the interference I parameters, correspondingly.

Next we can check the dominance relations of these

paths. In case, no path dominates then we can either pro-

ceed with applying an optimization function in order to

select one of them (and selecting the corresponding trans-

mission power for node 1) or in case the topology of Fig. 2

is part of a larger topology (not presented in the figure),

then we can continue extending these two sub-paths

according to the multi-cost approach (and considering both

transmission power levels for node 1). In case one of the

paths dominates the other then the algorithm continues as

Fig. 2 First example of variable transmission power

(a)

(b)

Fig. 3 Second example of variable transmission power
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described previously, using only the dominant path and the

corresponding transmission power for node 1.

4 Multi-cost vs. single-cost routing

Multi-cost routing should not be confused with and is more

general and powerful than single-cost routing. In single-cost

routing one or more parameters (link characteristics) are

combined in a single-cost metric characterizing the link.

Multi-cost routing optimizes a function f(V1, V2, …, Vk),

where Vm ¼ �L
l¼1vml, which is different than optimizingPL

l¼1 f ðv1l; v2l; . . .; vklÞ, as single cost routing does. The

paths discovered by multi-cost routing are optimal for

the specific optimization function f, which is not always the

case with single-cost routing, except for linear optimization

functions. Also, multi-cost routing better captures the

meaningfulness of each cost parameter by considering it for

the whole path than for a single link. In the same context, in

the multi-cost approach operators like minimization and

maximization can be used, something that is not possible in

the single-cost approach.

Moreover, multi-cost routing supports service differen-

tiation for sessions with different QoS requirements, where

each optimization function can be thought of as repre-

senting a different QoS class. For example, if both delay

and energy are important for the session, then we may use

the Energy-Hop algorithm, while if only energy is impor-

tant, we may choose the Energy or the Energy-Half-Hop

algorithms. Finding the optimal path for a different QoS

class does not require the recalculation of the sets of non-

dominated paths, but only the application of the corre-

sponding optimization function on the sets of non-domi-

nated paths already found. In the single-cost approach each

path is characterized by a single scalar, which is the sum of

the scalar costs that characterize each link of the path. In

order to find the optimal path for a different QoS class, a

different cost metric has to be applied to every link of the

network and the shortest paths need to be recalculated.

For example, consider the SUM/MIN Energy-Hop

multi-cost algorithm that uses the optimization function

f ðh; T ;RÞ ¼ hðPÞ � T1ðPÞ
RðPÞ ¼ h �

P
i2P Ti

mini2P Ri
;

and compare it to the single-cost algorithm that uses the

cost metric

hi �
Ti

Ri
;

for link (i, j), where hi equals 1. Having a single-cost

algorithm corresponding to the above multi-cost optimi-

zation function is not possible, since the hop count per link

hi is 1 (and would therefore disappear from the link cost

metric), the path residual energy R(P) is obtained through a

minimization operation (maximization and minimization

cannot be captured by the single-cost approach) and divi-

sion or multiplication cannot be combined with addition

(used for example in the calculation of T1(P)). Using the

network of Fig. 4 it can be shown that the single-cost and

multi-cost algorithms select different paths, for a given

source-destination pair, even though they use the same

parameters and in similar way.

When the multi-cost algorithm is applied in order to find

a path between nodes A and B, then the (A, B, C, D) and

(A, B, D) candidate paths (assuming that only these two are

candidates) are calculated with the following cost vectors:

(3, 3 ? 2 ? 2, min{2, 4, 2}) = (3, 7, 2) and (2, 3 ? 3,

min{2, 1}) = (2, 6, 1). It is is evident, that by using these

two cost-vectors we can make more conscientious choices

regarding which path to choose. If we are interested in

minimizing the number of hops then we can use the second

path, if we are interested in the path with the largest energy

reserves then we can use the first path, or we can apply an

optimization function (as the one mentioned previously) for

finding a path that optimizes more than one parameters. On

the other hand the single-cost approach (using the function

mentioned above) would result in a single value/metric for

each path: 1 � 3
2
þ 1 � 2

4
þ 1 � 2

2
¼ 3 and 1 � 3

2
þ 1 � 3

1
¼ 4:5.

These values however do not give any insight about the

characteristics of the paths. The only way would be to

execute the single-cost algorithm many times, using dif-

ferent link cost metrics each time.

The example of Fig. 4 also shows that the inclusion

property of single-cost routing does not hold for multi-cost

routing. This property states that every subpath of an opti-

mal (shortest) path is an optimal (shortest) path. In the

network of Fig. 4 and the SUM/MIN Energy-Hop algorithm

the optimal path for the A, B source-destination pair is path

(A, B, C, D), while for the B, D source-destination pair it is

path (B, D) and not (B, C, D); therefore, the inclusion

property, which is true for single-cost routing, does not hold

in general for the optimal paths produced by multi-cost

routing. This also shows that the distributed implementation

of multi-cost routing is not possible for some optimization

functions, since intermediate nodes may not choose the

paths originally intended by the source node.

Fig. 4 Example network
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5 Performance results

We evaluated the performance of the proposed energy-

aware multi-cost routing algorithms under the network

evacuation model. Under this model, the network starts with

a certain number of packets that have to be routed and a

certain amount of energy per node, and the objective is to

serve the packets in the smallest number of steps, or to

serve as many packets as possible before the energy at the

nodes is depleted. We implemented the proposed algo-

rithms and carried out corresponding experiments using

the Network Simulator [39]. The routing agent running on

each node calculates the set of non-dominated paths to all

destinations at periodic time intervals. Generally, the

routing process involves two levels: the routing informa-

tion exchange level and the routing algorithm level.

Routing information protocols deal with collecting and

disseminating network state information, while routing

algorithms compute the optimal-best path(s) using this

information. Our focus is on the routing algorithm level

and thus assume that each node has global knowledge of

the network topology and all other information it needs for

making routing decisions.

We assume that source routing is used, since, as dis-

cussed earlier, for some choices of the optimization func-

tion multi-cost routing is not amenable to distributed

implementation (the inclusion property may not hold).

When a data packet is generated at a node, the node applies

the optimization function to the cost vectors of the corre-

sponding non-dominated paths to select the optimal path,

and the packet is sent on that path. If no route to the des-

tination can be found, the packet is discarded.

The ad hoc network simulated consists of 16 stationary

nodes randomly placed in a two-dimensional 350 9 350 m2

area. The threshold of the received signal’s power required

for correct reception (that is, the receiver’s sensitivity) is the

same for all nodes. In our experiments the nodes are capable

of dynamically adjusting their transmission power. Specif-

ically, we assume that all nodes can communicate directly

with each other and hence the network is fully connected,

but, depending on the routing algorithm employed, a node

may choose not to use the direct link to the destination, and

use a multihop path instead. We assume nodes know the

topology of the network and the physical distances between

the nodes, so that they can adjust their transmission power to

the minimum value needed for coherent reception at the

receiving end, in order to consume only the minimum

required energy and create minimal interference. In reality

most of the existing devices with transmission power control

capabilities, provide a finite set of possible power levels

(e.g., the SunSpots [18]). Our assumption that the trans-

mission power can take continuous values is mainly made

for the simulations and is not required by the algorithms

themselves. The minimum transmission power required for

the communication between two nodes with distance d is

calculated based on the following relation:

PrðdÞ ¼
Pt � Gt � Gr � k2

ð4pÞ2 � da � L
;

where Pr is the power of the received signal, Pt is the

power of the transmitted signal, Gt and Gr the gains of

the senders’ and receivers’ antennas, respectively, L C1 the

system loss, and k the wavelength used. In our calculations

we assume Gt = 1, Gr = 1 and L = 1. The parameter a is the

path loss constant, and is typically between 2 and 4

depending on the wireless channel. In our calculations we

assume a = 2, corresponding to the Free Space propaga-

tion model.

It is obvious that the value calculated is optimal and both

in our experiments and in reality does not always guarantees

successful reception at the destination node. This is due to

the interference limited environment, where successful

reception is based on the signal to interference and noise

ratio (SINR) and the fact that the line of sight communi-

cation (a = 2) between any pair of nodes in any network is

usually rare. Also, packet collisions can also cause trans-

mission failures. Alternatively to the procedure described, a

protocol such as the Slow Start power control protocol of

[17] can be used, to enable the transmitter and the receiver

to agree on the transmission power to be used.

In our experiments, the number of packets that have to

be evacuated varies from 100 to 1,000 (at steps of 100)

packets per node. Packet destinations are taken to be uni-

formly distributed over all remaining nodes of the network.

The packet sizes are fixed and equal to 500 bytes, and the

transmission rate is equal to 0.1 packets/s. The energy of

the nodes was taken to be either practically infinite (100 J)

or finite (5 J), corresponding to a network with sufficient

energy reserves and an energy-constrained network,

respectively. The amount of energy expended for a packet

transmission is equal to the transmission power multiplied

by the duration of the packet transmission. A constant

(independent of the distance) energy is also consumed for

packet reception. When a node is idle we assume that it

consumes no energy.

5.1 Performance metrics

We conducted a number of experiments to evaluate the

performance of the proposed interference/energy-aware

multi-cost routing algorithms. The performance measures

of interest to us were:

– The average residual energy E remaining at the nodes

at the end of each experiment, that is, when all packets

have been evacuated from the network.
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– The variance r2
E of the node residual energies.

– The average number of hops h on the paths followed by

the packets.

– The received-to-sent packets ratio, denoted by RS.

Packets are dropped when a node runs out of energy

before transmitting all the packets it was supposed to

forward.

– The number of data packet collisions C due to the MAC

protocol and the hidden terminal problem.

– The average packet delay D, defined as the average time

that elapses between the beginning of an evacuation

instance and the time a packet reaches its destination,

averaged over all packets delivered to their destinations.

– The network throughput T, defined as the amount of

information (in bytes) sent by the nodes during an

evacuation interval, over the corresponding time

duration.

The first two performance measures are related to

energy considerations, while the remaining five are directly

related to network performance. In our presentation of the

results, we distinguish two cases: the case where the net-

work has sufficient energy resources (nodes have practi-

cally infinite initial energy) and the case where the network

is energy-constrained (nodes have finite initial energy).

5.2 Networks with sufficient energy

(infinite initial energy)

In this section we present the performance results for the

case where the nodes have very large initial energy, so that

the network is not energy-constrained.

Figure 5 shows the average residual energy at the nodes

when all packets have been evacuated from the network, for

the multi-cost routing algorithms proposed in Sect. 3, while

Fig. 6 illustrates the corresponding variance of the node

residual energies. As expected, the average residual energy

decreases as the number of packets that are evacuated

increases, since more packet transmissions lead to larger

energy consumption. The Minimum Interference algorithm

gives the lowest (worst) average node residual energy, since

it does not take into account energy considerations. On the

other hand the algorithms that incorporate energy related

parameters, such as the transmission power or the node

residual energies, perform better than the Minimum Inter-

ference algorithm. This is also true for the variance of the

residual energies, illustrated in Fig. 6, where it can be seen

that the Minimum Interference algorithm exhibits the

highest variance, indicating that it does not uniformly

spread energy consumption across the network. In contrast,

algorithms that use the residual energy metric, which

changes dynamically over time, distribute traffic and energy

consumption more evenly across the network. The SUM/

MIN Energy-Half-Interference-Half Hop algorithm seems

to achieve the best results, because it considers all the
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 SUM / M IN Energy-Interference  SUM / MIN Energy-Half-Interference

 SUM / M IN Energy-Interference-Half Hop  SUM / MIN Energy-Half-Interference-Half Hop 

Average Residual Energy  E

Fig. 5 Illustrates the average residual energy at the end of an

evacuation period, as a function of the number of packets evacuated

per node, for the case of infinite initial energy, and different choices

of the routing algorithms
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Fig. 6 Illustrates the variance of the node residual energies at the end

of an evacuation period, as a function of the number of packets

evacuated per node, for the case of infinite initial energy, and different

choices of the routing algorithms

Average Number of Hops per Path h

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

# packets sent per node

A
ve

ra
ge

 N
um

be
r 

of
 H

op
s

 p
er

 P
at

h 
h

 Minimum Interference  Minimum Transmission Power 

 SUM / MIN Energy-Interference  SUM / MIN Energy-Half-Interference 

 SUM / MIN Energy-Interference-Half Hop  SUM / MIN Energy-Half-Interference-Half Hop 

100 200 300 400 500 600 700 800 900 1000

Fig. 7 Illustrates the average number of hops of the paths taken by

the routing algorithms examined, as a function of the number of

packets evacuated per node, for the case of infinite initial energy
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parameters, including the number of hops, in its cost

function. We also observe in Fig. 6 that the variance of the

residual energy increases with the number of packets that

are evacuated, since more packet transmissions intensify the

energy variances between the nodes.

Figure 7 illustrates the average number of hops of the

paths followed by the packets for the algorithms examined.

We observe that the Minimum Transmission Power algo-

rithm results in paths with the largest number of hops,

while the Minimum Interference algorithm uses paths with

the smallest number of hops. This is because the Minimum

Transmission Power algorithm selects paths consisting of

many short links to minimize the total transmission power

used, while the Minimum Interference algorithm chooses

paths with a small number of hops to keep the interference

at low levels. The Mixed algorithms results are very close

to those obtained by the Minimum Interference algorithm,

since they include the interference and the hop metric in

their cost functions. On the other hand the Energy-Inter-

ference algorithms achieve larger average number of hops,

since they include only the interference metric in their cost

functions. As expected, since we assume infinite energy per

node, the path lengths do not change with the number of

packets evacuated from the network.

Regarding the frequency of collisions shown in Fig. 8,

the Minimum Interference algorithm exhibits the best

results. This was expected since our definition of the

interference metric aims at minimizing the number of

nodes that are within the transmission range of the trans-

mitter or the receiver, thus minimizing the probability of a

packet collision. The worst results regarding this metric

were produced by the Minimum Transmission Power

algorithm. The Minimum Interference algorithm also out-

performs the other algorithms examined with respect to the

throughput and the average packet delay, as it can be seen

in Figs. 9 and 10, respectively. The fewer packet collisions

caused by this algorithm produce proportionally fewer

packet retransmissions, higher throughput and smaller

delay. On the other hand the Minimum Transmission

Power algorithm gives the worst results, since it does not

consider the interference caused. Moreover, the perfor-

mance of the remaining algorithms lies between that of

these two algorithms, with the algorithms considering more

metrics (Mixed) producing better results than those con-

sidering fewer metrics (Energy-Interference).

The results presented so far for the case of infinite initial

power suggest that the Minimum Interference algorithm

outperforms the other algorithms with respect to most

network performance measures of interest. This was

expected in the particular case considered in this section,

where nodes have sufficient energy, and the use of energy

related cost metrics cannot improve routing decisions. The
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Fig. 8 Illustrates the number of collisions over an evacuation period,

as a function of the number of packets evacuated per node, for the

case of infinite initial energy, and different choices of the routing

algorithms
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Fig. 9 Illustrates the throughput obtained during the execution of an

evacuation problem, as a function of the number of packets evacuated

per node, for the case of infinite initial energy, and different choices

of the routing algorithms
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Fig. 10 Illustrates the average packet delay taken over an evacuation

period, as a function of the number of packets evacuated per node, for

the case of infinite initial energy, and different choices of the routing

algorithms
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situation is different, however, when the network is energy-

constrained, as the results in the following section indicate.

5.3 Energy-constrained networks (finite initial energy)

In this section we present the performance results for the

case where the nodes have finite initial energy, so that the

network is energy-constrained.

Figures 11 and 12 illustrate the average residual energy

at the end of an evacuation period, and the variance of the

residual energies, respectively, as a function of the number

of packets that are evacuated per node. The differences

between the algorithms examined with respect to these two

energy related measures are more pronounced here than

they were in the corresponding graphs of Figs. 5 and 6,

which were obtained under the infinite initial energy sce-

nario. This occurs because in the finite energy scenario

many nodes energy is depleted. We observe that the Mini-

mum Transmission Power algorithm outperforms the other

algorithms examined with respect to the average residual

energy, since it selects paths consisting of many short links

(chooses long paths) in order to minimize the total trans-

mission power used. This way it also minimizes the energy

consumption at the nodes. Similarly, the Mixed algorithms

that consider the hop metric (choose short paths), behave

worse than the Energy-Interference algorithms that do not

consider this metric. The Minimum Interference algorithm

on the other hand exhibits the worst performance, since it

does not consider any energy related metric.

Regarding the variance of the residual energy, shown in

Fig. 12, we observe that the results are quite different than

those in the infinite initial energy scenario. For almost all

the algorithms examined the variance initially increases, but

then starts decreasing rapidly as the number of packets that

are evacuated increases. This happens because as more

packets are evacuated, then more nodes energy is depleted,

resulting in small residual energy variance. Also, in the

experiments of this section, energy is a critical resource and

the algorithms that incorporate the path residual energy R in

their cost functions (that is, the Mixed and Energy-Inter-

ference algorithms) perform better, achieving small vari-

ance in the residual energy. This is because the paths these

algorithms select are adjusted over time to reflect changes in

the energy reserves of the nodes, resulting in a more even

distribution of energy consumption across the network. In

contrast, the Minimum Interference and the Minimum

Transmission Power algorithms do not change their paths

when nodes start running out of energy, resulting in earlier

depletion of the energy at some nodes, while there are other

nodes that still have significant energy reserves.

Figure 13 illustrates the received-to-sent packets ratio

RS as a function of the number of packets that are evacu-

ated. The Energy-Interference and Mixed algorithms

achieve better RS ratio than the Minimum-Interference and

the Minimum-Transmission power algorithms, since they

result in a longer network lifetime and, consequently, more

packets are delivered to their destinations.

Regarding the average number of hops per path illus-

trated in Fig. 14, the Minimum Transmission Power algo-

rithm uses paths that have the largest number of hops, for

the reasons already discussed for the case of infinite initial

energy. The paths selected by the Mixed algorithms, which

consider the hop metric, again consist of fewer hops than

those selected by the Energy-Interference algorithms. A

rather counter-intuitive observation is that the number of

hops on the paths decrease when the number of packets that

are evacuated increases. This can be explained by consid-

ering the depletion of the energy at some of the nodes as

more packets are evacuated, which results in the selection

of paths with fewer but longer links. For example, in the
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Fig. 11 Illustrates the average residual energy at the end of the

evacuation problem, as a function of the number of packets evacuated

per node, for the case of finite initial energy, and different choices of

the routing algorithms
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Fig. 12 Illustrates the variance of the residual energy at the end of

the evacuation problem, as a function of the number of packets

evacuated per node, for the case of finite initial energy, and different

choices of the routing algorithms
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network of Fig. 2 where node 1 wants to communicate with

node 5, the Minimum Transmission Power algorithm

would initially select the route 1?2?3?4?5. If, how-

ever, node 4 exhausts at some time its energy reserves,

node 3 will adjust its transmission power, so that the new

routing path becomes 1?2?3?5, which contains fewer

hops than the original path.

Regarding the number of collisions, illustrated in

Fig. 15, the results are similar to those obtained for the

infinite initial energy case. However, we should point out

that the Mixed algorithms exhibit better behavior in this

case, yielding a collision frequency that is very close to that

of the Minimum Interference algorithm.

Figures 16 and 17 illustrate the average throughput

achieved during an evacuation period, and the average

packet delay, respectively, as a function of the number of

packets that are evacuated. The results are similar to those

obtained under the infinite initial energy model. It is worth

noting, however, that the Mixed and the Energy-Interfer-

ence algorithms achieve better throughput than the
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Fig. 13 Illustrates the received to sent ratio at the end of an

evacuation problem, as a function of the number of packets evacuated

per node, for the case of finite initial energy, and different choices of

the routing algorithms
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Fig. 14 Illustrates the average number of hops of the paths taken by

the routing algorithms examined, as a function of the number of

packets evacuated per node, for the case of finite initial energy
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Fig. 15 Illustrates the number of collisions at the end of an

evacuation period, as a function of the number of packets evacuated

per node, for the case of finite initial energy, and different choices of

the routing algorithms
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Fig. 16 Illustrates the average throughput over an evacuation period,

as a function of the number of packets evacuated per node, for the

case of finite initial energy, and different choices of the routing

algorithms
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Fig. 17 Illustrates the average packet delay over an evacuation

period, as a function of the number of packets evacuated per node, for

the case of finite initial energy, and different choices of the routing

algorithms
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Minimum Interference algorithm, which was not the case

under the infinite initial energy model. This is because

these algorithms use energy more efficiently, by taking into

account the node residual energies, and thus manage to

deliver more packets to their destinations before the energy

is depleted.

5.4 Performance of MAX/MIN algorithms

In this section we present the performance results for the

MAX/MIN algorithms, which were obtained using the same

network topology and parameters as in previous section. As

already mentioned, the complexity of any optimization

function using at least two additive metrics is exponential,

except for the case where one of the two metrics is the hop

count. Also, when one additive and one concave (restrictive

or maximum representative) metric is used then the com-

plexity of the corresponding optimization function is

polynomial. As a result the MAX/MIN algorithms are

polynomial, while the SUM/MIN algorithms examined

earlier are exponential. However, in practice, we found that

the running times of all the algorithms were acceptable, at

least for the network sizes used in the simulations.

Indicatively, we present the figures concerning the vari-

ance of the residual energy (Fig. 18) and the received-to-

sent packets ratio (Fig. 19) in the case of finite initial energy,

which is the most realistic and significant case. We compare

the MAX/MIN Energy- Half- Interference and the MAX/

MIN Energy- Half- Interference- Half Hop algorithms with

the corresponding SUM/MIN algorithms (Mixed). We

observe that in all occasions the SUM/MIN algorithms are

better than the corresponding MAX/MIN algorithms. In

other words, the T1 and I1 metrics, are more appropriate than

the T? and I? metrics, respectively, in making routing

decisions: the summing up of the values of the transmission

powers of the nodes on a path and the interferences on this

path seems to be a more representative metric of the cost of

using this path, than taking their maximum value. Note,

however, that if both the T1 and I1 metrics are used, the

algorithm (SUM/MIN) has exponential complexity, while

when one them is replaced by the T? and I? metrics,

respectively, the complexity becomes polynomial.

5.5 Comparing the SUM/MIN Energy-Interference

with a single-cost algorithm

We performed a number of experiments comparing a

multi-cost algorithm, namely the SUM/MIN Energy-

Interference, with the corresponding single-cost algorithm.

In this single-cost algorithm the cost of each link is equal to
T �I
R , where T is the link’s start node transmission power, I is

the interference value/metric of the link and R is the

residual energy of the link’s end node. Figure 20a illus-

trates the received to sent ratio at the end of an evacuation

problem for the case of finite initial energy. We observe

that by using the multi-cost SUM/MIN Energy-Interference

more packets are successfully delivered to their destination.

This is because the multi-cost algorithm makes better use

of the nodes’ energy reserves and this is also confirmed by

Fig. 20b. In particular, Fig. 20b illustrates the time (mea-

sured in simulation time units) when nodes run out of

energy. We observe that by using the SUM/MIN Energy-

Interference algorithm nodes start running out of energy

later in time than when using the corresponding single-cost

algorithm. Also, we observe that the time period when this

happens is between time instances 10 and 70, while in the

case of the single-cost algorithm this happens between time

instances 10 and 120. This indicates that the multi-cost

algorithm tends to spread the energy consumption uni-

formly in the network, so that when one node is at the point

of first running out of energy, most other nodes are at the
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Fig. 18 Illustrates the variance of the residual energy at the end of an

evacuation problem, as a function of the number of packets evacuated

per node, for the case of finite initial energy, and different choices of

the routing algorithms
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same energy-critical situation. Also, we should note that

after time instance 60, where 10 nodes have zero energy for

both algorithms, the network can be considered as dis-

connected. The nodes after this period, consume energy by

trying, unsuccessfully, to transmit new packets.

The main reason the multi-cost SUM/MIN Energy-

Interference algorithm behaves better than the corre-

sponding single-cost one, is that it better captures the

meaningfulness of each cost parameter by considering it

for the whole path than for a single link. However, as we

already stated in Sect. 4, the multi-cost approach has a

number of benefits that cannot be (at least directly—

quantitatively) measured. One of these benefits is that it is

possible to run the algorithm once and then select paths

using multiple different optimization criteria, based on the

QoS requirements. For example, a node can route new

packets (probably belonging to different applications) using

the SUM/MIN Energy-Interference and (at the same time)

the SUM/MIN Energy-Half-Interference optimization

functions. To have similar results using the single-cost

approach one would need to re-execute the single-cost

algorithm many times, using different link cost metrics each

time. Also, we should note that in the evaluated single-cost

algorithm there is no way to account for the hop count of the

selected path. On the other hand in the corresponding multi-

cost algorithm, this is indirectly, at least, considered

through the use of the transmission power parameter. Also,

it can be directly accounted for by including the hop

parameter in the link’s cost vector (as is the case in the

SUM/MIN Energy-Interference-Hop algorithm).

6 Conclusions

In our work we showed that the combination of multi-cost

routing and variable transmission power can optimize

energy constrained ad hoc networks performance, by

obtaining dynamic energy- and interference-efficient

routes. The multi-cost routing problem is a generalization of

the multi-constrained problem, where no constraints exist,

and is also significantly more powerful than single-cost

routing. We proposed and evaluated a number of energy-

and interference-aware multi-cost routing algorithms that

use the power adjustment capability of the nodes. A number

of cost parameters, including hop count, interference

caused, residual energy of the nodes and transmission

power, were considered and their impact was evaluated.

A large number of experiments were conducted

assuming infinite and finite node initial energy reserves.

We evaluated the algorithms proposed using both perfor-

mance and energy related measures. In the infinite energy

scenario the single-cost algorithms, namely the Minimum

Interference and the Minimum Transmission Power algo-

rithms, produced the best and the worse results, while the

multi-cost algorithms produced intermediate results. On the

other hand in the finite energy scenario, where the ad hoc

network is energy constrained and the energy of many

nodes gets eventually depleted, the multi-cost algorithms

were superior, exhibiting larger throughput, reduced

interference and energy consumption, and increased net-

work lifetime. The SUM/MIN Energy-Half-Interference-

Half-Hop multi-cost algorithm, which incorporates hop

count, interference and energy related metrics, outper-

forms, in most cases, all the other algorithms considered.

Finally, we showed quantitatively that the multi-cost SUM/

MIN Energy-Interference algorithm performs better than

the corresponding single-cost algorithm.
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