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Performance Evaluation for a Quasi-Synchronous
Packet Radio Network (QSPNET)
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Abstract—We propose a new media-access and connection-essufficiently addressed. The reservation-based DTSAP protocol
tablishment protocol for an ad-hoc quasi-synchronous packet [21], [22] sets up virtual circuits (VCs) between users and con-
radio network (QSPNET). In the QSPNET, the bandwidth is  gjqers changes in the topology, but it requires a roundtrip delay

partitioned into a data channel, used to transmit packets, and a f fi tup bef thet L f dat tak
control channel, used to make reservations. Transmitted wave- Orconnection setup betore the transmission ot any data can taxe

forms in the QSPNET are made quasi-synchronous by using a Place.
local GPS clock. The QSPNET uses a novel linear decorrelator  In this paper, we develop a media-access and connection-es-
receiver for multiuser detection, which permits the reception of tapjishment protocol for aad-hocquasi-synchronous packet

quasi-synchronous code division multiple access (QS-CDMA) . . .

waveforms. We initially describe the QSPNET and its connection rad,'(,) network (Q_SPNET)’ which Operates without gny central
and flow control protocols, giving the rules of transmission and facility (base station). QSPNET combines the benefits of reser-
reception followed by all mobiles. We also provide performance vation-ALOHA [29], [16] with quasi-synchronous code divi-
results for the case where connection requests are generated atsjon multiple access (QS-CDMA) (see [25], [6], [11], and [9])

each node of the QSPNET according to a random process over : : : . .
an infinite time horizon. In particular, we obtain results on the modulation to provide high throughput and resistance to fading

achievable throughput and the average delay as a function of the Multipath channels. The channel coding model is different from
transmission radius, the quasi-synchronous uncertainty interval, other recent work being done in [24] and [15]. The multiac-

the duration of the connections, and the buffer size per node. cess protocols can be combined with a connection and flow
Index Terms—Ad hogacket radio networks, quasi-synchronous control protocol, which we also describe, to achieve lossless
CDMA, tell-and-go protocol. communication. Flow control is exercised by coupling capacity
with buffer space, so that when a buffer at a receiving node

|. INTRODUCTION starts to fill up, a proportional fraction of the capacity is frozen

. through the transmission of throttle packets. Connection estab-
HE MAJORITY of current and proposed wireless muIlishment is of the tell-and-go type, and is therefore appropriate
tiple-access networks employ a cellular structure. IP

the case of the first-generation Analog Mobile Phone System delay-sensitive sessions that cannot tolerate the end-to-end
(AMPS) and the second-generation digital TDMA systemé?undmp delay required by wait-for-reservation protocols.

the cellular structure provides increased capacity throughA key o.bstacle to the implementation of nongellular CDM,A
frequency reuse. A cellular network model requires dedicateyStems is the need for power control. Multiuser detection
base stations and cannot accommodate widely geographicSf? lessen the requirements for power control but requires the
dispersed users. Packet radio networks (PRNSs), on the otk@pwledge or estimates of code delays (see [18] and [32]).
hand, consist of a number of distributed packet radio unitd the self-configuring multihop QSPNET, we use a linear
(PRUS) that communicate with each other by using Othgﬁcorrelator receiver [11], [9] for multiuser detection that
mobile users as relays. PRNs are more flexible than cellupgrmits reception of QS-CDMA waveforms without the need
networks since they do not require any fixed infrastructure. for power control. This is achieved by using local GPS clocks
Most of the PRN systems that have been investigated in thtthe PRUs to make transmissions quasi-synchronous.
literature (see [8], [33], [19] and [14]) assume datagram ser-We use simulations to obtain results on the performance of the
vice. Of the algorithms that provide dedicated time slots for da@SPNET with respect to several system parameters. We are par-
transmission (see [30], [5], [7], and [31]), either an autonomotigularly interested in two performance criteria: 1) the average
self-configuring implementation is not a consideration in the deelay, which is the time (including connection and queueing de-
sign, or the issue of changing topology and connectivity is nplys) that elapses from the time a connection request is gener-
ated at a node to the time the last packet of that connection is
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Fig. 1. lllustrates the underlying channel structure in the system. The channel is divided into control and data framésslatishin each frame. The control

slots are further divided into a forward minislot and a reverse minislot. Ther& azedes in each frame and there is a one-to-one correspondence between the
control codes and the data codes. Requests in the current(slode) pair of the control frame are made for data slots of the lodde) pair of the following
frame. For example, transmissions in thith slot of control framg of c-code K reserves thé/th slot of data framg + 1 of d-codek'.

radio network and discuss issues related to synchronization grudsible inaccuracies of the GPS clock is one of the issues ex-
quasi-synchronous reception. In Section Ill, we describe thenined in this paper.
connection and flow control protocol, and give the rules for A control slot is further subdivided into two minislots,
packet transmission and reception. In Section IV, we provid&lled theforward minislotand thereverse minislatin the
results on the throughput and delay of the QSPNET. Finally, farward minislot, a transmitter PRU sends out a request packet
Section V, we conclude the paper. using a particularc-code, and if successful, it reserves the
corresponding data (slof-code) pair of the following frame.
If two users transmit simultaneously using the san@ode, a
Il. QUASI-SYNCHRONOUS PACKET RADIO NETWORK collision occurs and a request packet has to be retransmitted
(QSPNET) after a random time interval. On the successful reception of a
request packet, the receiver PRU transmits an ACK using the
The proposed QSPNET is amwl-hocpacket radio network samec-code. Eaclsubsequerglot of the corresponding-code
that departs from the cellular concept and the idea of central @hannel is then reserved for contention-free transmission
ordination of the packet radio units (PRUs). QSPNET is self-dpetween the transmitter and the receiver PRU. As discussed in
ganizing, easy to deploy and able to accommodate dynamicdlgction 11, ACK transmissions are used to acknowledge data
changing topology and connectivity. Each PRU (mobile) in thgackets in order to deal with the hidden terminal problem, that
QSPNET is autonomous, and is responsible for performing decurs when packets collide without the transmitting nodes
a fully distributed way the network management functions thaearing the collisions. The reservation period ends when the
relate to it. In addition to generating its own messages, a mslot, d-code) pair is empty for the first time, and the given pair
bile is also responsible for forwarding messages of other usdassthen open for contention. The mechanism by which PRUs set
a multihop capability thus being obtained by using other useup virtual circuits is given in Section Il.
as relays.
The Zhannel in QSPNET is divided into two parts: teta A Network Synchronization and Quasi-Synchronous
channelssed for data transmission, and tuaitrol channetised R€ception
for making reservations and providing other control information The c-code transmissions have a low processing gain to re-
(see Fig. 1). The underlying time axis in both channels is diuce the effect of propagation delay on timing uncertainty. The
vided into frames, each containidg slots. In the same slot, up control information is sent out of band with respect to data
to K codes are available for use, thus allowing multiple useand the bandwidth required for it is only a small fraction of
to share the same slot. The data and control channel are the total bandwidth. The actual user data is transmitted using
plemented using two different types of codes, referred to as fhgeudonoise sequencesgodes) at a much higher processing
d-codes and the-codes. The-codes reserve (slaf;code) pairs gain (equivalently, data packets contain many more bits than
and provide feedback and GPS information related to the lo@ntrol packets). Due to the difference in processing gain, it
tion of the transmitter. The actual user data is modulated ontoassumed thal../T4q > 1, whereT.. and 7y, represent
a direct sequence (Dd}code for transmission. There exists dhe c-code andi-code chip durations, respectively (see Fig. 2).
one-to-one correspondence between a (stogde) pair of the The bit epochs of both thé-code and the-code transmissions
control frame with a data (slotj-code) pair of the following are synchronized to a common GPS received clock. Hence, if
frame. In the QSPNET, slot and frame boundaries are knowntte GPS clocks were accurate and all transmitting nodes were
the mobile PRU through a local GPS clock. The effects of treguidistant to a given receiver, the received waveform would be
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Fig. 3. Decorrelators used in the PRU receivers for quasi-synchronous
reception of signals.
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B. Decorrelator Structure

The multiuser detector proposed for QSPNET is based on
the linear decorrelator design developed in [9] and [11]. The
overall demodulators for theccode andi-code have the same
complexity as that of a matched filter and are shown in Fig. 3.

e & The basic method (which is valid for control codes, since

‘ —— propagation delays can be neglected) is first reviewed here,

1 } | and then modified for varying propagation delays (as is needed

Hh for data codes). For simplicity, assume constant propagation
N delay, withr,, = » corresponding to the distance from users
(b) n = 1,2, ..., N to the receiving node. Then, the received

Fig. 2. (a) lllustrates the relationship between theode chip duratio,,  Signal in continuous-time is
and thec-code chip duratioff..... (b) lllustrates the timing uncertainty between
received signals from different users.

do(1)

Z andn(m)s,(t — Tp,) + n(t) (1)

synchronous. However, due to oscillator drifts, GPS timing éfer ¢ € [mT., (m + 1)T.), wherea,, € C is the complex am-
rors, and unequal propagation delays, the actual received waykitude and phase of user, ands,,(¢) is the particular-code
form is quasi-synchronous [11]. reserved by uset. The information symbolscfcode bits) are
Specifically, we assume that the user delays in the absencelefoted byi,,(m), for usern and data bitn. The additive noise
propagation delay satist§,, € [—aTy, oTy], whereT, is the =(¢) is circular white Gaussiah,with spectral densit2N,.
bit duration of thed-code,«« < 1 and the subscript speci- Note that sincd, is confined to the quasi-synchronous uncer-
fies the delay in transmission from noddo a given receiving tainty interval[—«T,, «T.], intersymbol interference from ad-
node. The total delay, including that due to propagation is th@cent bits{d,,(m+1), d,,(m—1)} can be neglected. The signal
given byT,, + r,/c, wherer,, is the distance from node to r(¢) is low-pass filtered and sampled at the chip rate, yielding
the receiver, and is the velocity of propagation. If we furtherthe received signal vector (see [9], and [11])
assume thdt,, + r,, /c € [—aT., «T.], whereT, is the bit du- ~
ration of thec-code, then the receivedcode waveform appears Z a ) +n(m)
quasi-synchronous (that is, with the uncertainty of the order of nd
a few control chips), since the additional propagation delay is
still only a fraction of thec-code bit duration. during bitm. Itis assumed that the Doppler spread is sufficiently
In order to reserve slots in a series of frames, a mobile mogMall soa,, is constant. Assume that user 1, or equivalently, data
tors the control code correlator output (see Fig. 3) to determif# d1(m) is to be detected. Then the decorrelator is defined by
if a (slot, d-code) pair has already been reserved. If not, tiBe vector
mobile uses the correspondingode to send a request packet he T—P T 3
specifying a user ID, relative—y position, and the number of =1 sls1(23)- )
successive frames to be reserved, if known. Receiving nodgse detected data bit for user 1 is then given by
then use the relative—y position data to determine the trans- X
mission delays which transmitters should use and send this in- di(m) = sgn (Re {h*r(m)}) . (4)
formation back in ACK packets. The data transmission at the,
Circular white Gaussian noise is a complex-valued Gaussian noise process,
receiver is also realigned, such that the recew@ibde wave- _(;)'_ ()4 jy(t), wherer(t) andy(t) are independent, zero-mean Gaussian
forms are quasi-synchronous, satisfyifige [—aTy, aTy]. processes, with the same power spectral density.

)
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The projection matrixPs: is given by the undesired usef-codes are completely rejected. With the
processing gain of a PN code, the interference from neighboring

—1 . . . . .
Pg =9 [s’Ts’} g/t (5) transmitters can thus be mitigated in the absence of tighter chip

level synchronization.

where
C. Bit Error and Packet Error Probabilities

8" =[s2(—UimTeo), - sa(UimTec), - In this section, we obtain the data packétpde) error prob-
sN(—UintLec)s - SN (Uini Tee)]- (6) ability. The c-code error rate, which is much lower than the

d-code error rate, is ignored. The probabiliy of a received
For the given chip duration, integration, and sampli,€  gata bit in error for QPSK, BPSK, or MSK modulation using

RP>(@Unit), whereP is the number of chips per bit. The Mathe linear decorrelators described in Section II-B is given by [9]
trix S’ then corresponds to the undesired signal vectors, at dis-

crete delay values,,,; ... whereT.. is the control chip duration 1 B,
andU;,; (a positive integer) satisfies P = 3 erfc \/F sH[I-Pyls:
o,
g — e 1 E
antch - ’7ch —‘ ch- (7) — 5 erfc < T‘]Z\fob ) (11)
When a chip duration integrate-and-dump is used for sampling, _ ) ) _ )
it is shown in [9] that wherekL;, is the received bit energ@/V, is the spectral density
of the circular white Gaussian noise, is the desired signal
s (T,)'h =0 (8) Vvector [detection is assumed without loss of generality for user
1, see (3)] such that’s; = 1, andPs is the projection matrix
foranyT,, € [~UinTe, UiniT.], and forn = 2,3, ..., N. formed by the undesired users. The faciagiving the loss in

Thus the undesired users are completely rejected by the de@ignal-to-noise ratio (SNR) is approximated by the following
relator, foranydelay value falling within the quasi-synchronousower bound [11]
interval. As a result, the detector is resistant to the near—far ef-

fect, lessening or even eliminating the need for power control. n=s[l-Ps]s;
The data code decorrelator is now modified for the QSPNET (2Uie + 1)(N — 1)82
. . Z _ max (12)
system to include the effects of the propagation delaie as 1 — [(2Usm + DN — 1) — 1frman

follows.2 Recall that the-code waveform sent out by a receiver

specifies thel-code time slot and the location of the useln  wherel,,,; denotes the number of chips in the QS uncertainty
order to detect user 1, let us assume that the receiver is realigimedrval, IV is the number of users that are within the range of
to user 1, whose propagation delay-igc. The receiver sends the receiver, ané,, . is the maximum correlation between any
this information to all other sources that are transmitting to iiwo codes of the system.

All other transmitters add a relative delay = (r1 — r,)/c In the results to be presented in Section IV, we assume that
before transmitting their data. Since the receiver is realignedgower loss between two mobiles varies as the fourth power of
user 1, the received vector can now be written as the distance [12]. Using (11) and (12), and assuming that the

N received SNR from a distand®, km is 5 dB, an upper bound
. e : N
r(m) = Z o (m)sn(Tp + /¢ + T — 71/€) + () g; the bit error probability>* from a distancez, km, is given
n=1
9)

1 Ry\ 7"
d _ 5 d
where T, is the error due to oscillator drifts and GPS timing £ = 5 etfe \/771‘”er bonna10° <Ro> -
errors and is bounded WY, € [—aTy, aTy]. Note that with

the choice ofr,, the decorrelator is given blg as in (3), with | it furth that h dat ket of
S’ ¢ RP*(@Um+1) redefined as n our results, we further assume that each data packet o

282 bits is encoded by a Reed—Solomon (63, 47) code resulting
S" = [so(~UincTuaa)s -+ -+ $2(UniTaa), - .- in an encoded packet of 3?8 bits, with an encoding scheme of
U U 10 6 bits/symboB Thus, a maximum of63 — 47)/2 = 8 symbols
SN (=UinTaa), - s§ (Vi Taa)] (19) " can be corrected [27]. The probability of a symbol erRy,
assuming that transmitted bit errors occur independently, is

whereU,y = [oTy/T4q]. The resulting decorrelator is =
[T — Pg]s1(71), and again satisfies (8) [9] for ari, falling B .
in the QS uncertainty interval, with = 2, 3, ..., N. Thus, Pes =P (code symbol in errgr

=1— P (all 6 bits are received correcily
2We recognize that the proposed decorrelator structure is only suitable for N6
short-range communication due to frequency-selective multipath. It is possible =1- (1 ) ) . (14)
to develop adaptive QS-CDMA receivers that can jointly estimate the channel
and delays [10] and [13]. However, these models are more complex and beyondlrhe choice of the size of the data packets is consistent with the cellular digital
the scope of the paper. packet data (CDPD) standards.
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The probability of a code data symbol errBy., is approxi- C is in the range of both. An efficient solution to the hidden ter-

mated by [23] minal problem is to acknowledge each data packet transmission
63 that uses a particular (slafycode) pair through the transmis-
P = 1 Z j 6? Pi(1— P03, (15) sion of an ACK pack.et.on the co.rrespondlng'(sted;ode) pair.
63 v * All nodes that are within the radius of reception of n@dand

j=9 . . .
! therefore have the potential of causing interference at the re-

Finally, the probability that a data packet is received in errateiverC are then forbidden from using that (sla@tcode) pair.
assuming that symbol errors occur independently, is given byn other words, it is through the transmission of ACK packets
. by the receivers that nodes learn which (stbtode) pairs are
P (packet erroy = P (any data symbol in error reserved. In this way, a reserved (sldtcode) pair cannot be
=1—(1—-P.)*. (16) reused by transmitters that lie within a sphere of radius equal to
the transmission radiug ,,,.. from the intended receiver; this
results in an increase of the capacity by a factor of up to four
1. CONNECTION ESTABLISHMENT AND THE TELL-AND-GO  gyer systems that use “busy tones” [26]. (In this latter type of
PrOTOCOL system, all nodes that hear a transmission send a busy tone, and

We make the following assumptions for the PRUs: 1) eaéhchannel cannot be reused within a radius of rougtity,..
PRU is equipped with a GPS clock and a direct sequence spredi@und the intended receiver.)
spectrum modem:; 2) the connectivity between any pair of PRUs!f the capacity that can be captured by the setup packet at
is determined by a physical layer protocol (see [1] and [20]) ai@ intermediate node is not sufficient to accommodate the ses-
may be unidirectional or bidirectional; 3) PRUs cannot transnditon, or if the rate of the session increases after the connection
and receive simultaneously using the same code; 4) each PR@stablished, packets may have to be buffered, and back-pres-
has a unique identification number associated with it and it $4/re is exercised to the previous nodes, and finally to the source

known to all other PRUs; and 5) each PRU maintains a topolog9de, to control the transmission rate. In particular, if the buffer
table for selecting a route. space available for a session at an intermediate node fills up,

In most protocols for connection-oriented traffic, a sessich THROTTLE packet is sent on the reverse control minislot of

has to wait for a pretransmission end-to-end roundtrip del#je corresponding (slat;code) pair, and it can be distinguished
for connection setup (see [21], [2], [4], and [28]) before anffom an ACK packet by using a bit in its header.

data packets can be transmitted. In this section, we develop &ollowing the transmission of a THROTTLE packet, the cor-
connection establishment and flow control protocol, called ttigsponding (slot, code) pair is temporarily released, and it is
tell-and-go (TG) protocol, that uses virtual circuit switching an@pen for contention by users that want to transmit to other nodes.
is appropriate for sessions that cannot tolerate the end-to-drte channel is returned to the original session afidrames,
roundtrip delay required for call setup. whereB is the buffer size per (slot, code) pair at the receiving

An outgoing (slotd-code) pair at a node is used to implemeritode. If afterB frames the buffers of the receiving node are
one hop ofa (mu|tihop, in genera|) virtual circuit (VC) Connecsti” full, another THROTTLE packet is sent. It can be seen that
tion, with the Corresponding (slozt,—code) pair being used for in the event a receiver is able to forward the queued packets
the setup, control, and tearing down of the VC. In particulagfter sending a THROTTLE packet, it needs at ldadtames
each node monitors the control code correlator output to dett@-empty its buffer. As a result, if the downstream node gains
mine which (slotd-code) pairs are being used. In the TG proaccess to the channel withil frames, it has enough packets
tocol, the source node sends a setup packet to the destinatfoliansmit before starting to receive packets from its upstream
to reserve capacity and set the routing tables, followed imnfeode, and capacity does not unnecessarily stay idle. The state
diately by the data packets. Therefore, the TG protocol can @@grams and the detailed rules followed by transmitting and
viewed as a reservation protocol, where the reservation ph&geeiving nodes are given in [3].
and the data transmission phase overlap. Upon receiving the o
setup packet, a node can try to reserve an available ¢staide) A Fairmess and Priority
pair by transmitting a request packet during the forward minislot In this section, we will sometimes refer to the (slot,
of the corresponding (slot;code) pair. If no other node within c-codefl-code) pair in a frame as a channel (consisting, as de-
the transmitter’s reception radius is using that pair or is tryirgeribed earlier, of a forward and a reverse control minislot and a
to capture it at the same time, and if the request packet is data slot). In order to provide fair network access to all users so
ceived correctly, the receiver sends an ACK packet during thieat heavy users do not monopolize the available capacity, while
subsequent reverse minislot. Upon the correct reception of titethe same time providing different priorities and transmission
ACK, the transmitter can start forwarding data packets (whichte guarantees to applications that require them, we can use a
immediately follow the setup packet) using the (stbtode) it variation of the multiaccess protocol described in the previous
has captured. section, where each node “owns” a particular channel (or set

In a packet radio network, it is possible for collisions to occugf channels). When an owner is not using its channel, other
without the knowledge of the users generating the collisionsodes can capture it by contention, but when the owner wants it
This hidden terminaproblem arises when two usersandB, back, it simply transmits a request on the corresponding (slot,
attempt to communicate to a third uggrusing the same (slot, c-code) pair, and all sources hearing an ACK or collision in the
d-code) pair; wherel and B are outside their mutual range, busubsequent reverse minislot are forbidden to use that channel
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in the next frame, letting the owner capture it. In this way, each
node is guaranteed a minimum transmission rate even in the

TABLE |

SIMULATION PARAMETERS USED

presence of CongeStiO'_"- . _ . Data Channel Access Rate 20 packets/sec

The problem of deleting and adding new owners, which arises D, (per code)
from the mobility of the users, can be addressed by having a Frame Duration Ty 50.0 ms
node periodically affirm its ownership of a channel through the Data Bit Rate D, (per code) | 60.48 Kbits/sec
transmission of (dummy) request packets, possibly forcing a Data Packet Size 378 bits’
collision. When two mobiles that own the same channel ap- Data Slots per Erame M 8
proach each other, one of them will have to abandon the channel ~ Data Slot Duration 6.25 ms
(this is similar to the handover problem in cellular networks). 8°n't”°i f;fdfg'; S‘ZS i 231;’;“
A user who loses, due to this slow drifting of the mobiles, a ontrol Min1>%ot Duration —20 T8

. s Area under Simulation 3 km x3 km
channel that it owns, can capture a new one by transmitting on - i
. Density of PRUs 10.8 users/km

a (slot,c-codefi-code) channel that is not owned by other users, Number of Codes K 3
forcing any temporary user to cease transmission. Whenanode i iphe system
isunable to capture new capacity (eitherasanownerorasatem-  §ax Correlation Z.uap 0.06
porary user) during the duration of a call, “soft hand-over” can between any two codes

be implemented by letting nodes share the same channel until
one of them can capture another appropriate channel.
sulting in an encoded packet of 378 bits, assuming an encoding
IV. PERFORMANCEEVALUATION OF QSPNET scheme of 6 bits/symbol. There de= 3 d-codes (ok-codes)

In our simulations, mobiles are distributed over a two-dimer). the system. The number of data slots in a frame is taken to

sional (2-D) region according to a Poisson distribution with de e M = 8, which results in an aggregate data bit rétg of

. . - - . 0.48 kb/s for each code of the data channel. Essentidlignd
.Slty A per unit area, so that the probability of findikgnobiles K define the granularity of the rates [they have to be multiples
in a given areal is given by

of C/(MK), unless users are allowed to share a (slatpde)
(AA)ke2A pair using, for example, technologies such as TDM, etc.], this
i gives a mechanism to choose the produdk’. A large value of

MK gives better granularity (more and more efficient sharing
Each mobile can be the source of at most one session at 8fite users reserve the smallest multipleCgf{ M K) that is
giVen t|me and SeSSion destinations are unifOI‘m|y distribut%‘ger than their desired rate) but a.lSO has disadvantages (Com_
over all the nodes of the network except for the source. We cqflexity and buffer increase and also light load delay increases).

sider unicast communication in this paper. Each PRU maintaifsthis simulation, we assume that each user needs only one
a topology table and selects a route according to the most fpgtot, 4-code) pair.

ward routing strategy [8]. Note that any routing algorithm can The data bit duration i€, = 1.6534 x 10~ s, and since

be used with the media access and connection control protoGgglsye are 511 chips per data bit, the data chip duratid@f.s=

that have been developed. When more than one mobile locaieshs7 « 10—8 s. Each control packet has 45 information bits

Wit_hin the reception radius of a PRU transmit simultaneoushhd is encoded using a Reed—Solomon (31, 15) code resulting in

using the same code, all packets are destréyed. an encoded packet of 93 bits, assuming an encoding scheme of
A source node can be in tiea\ or theorFstate. When a node 3 bits/symbol. The control bit duration = 3.3602x 10~ s,

is in the OFF state it does not generate any packets. A SOUrgRq since there are 127 control chips per bit, the control chip du-
moves from thedrr state to then state during a slot (that is, aration is7.. = 2.645 x 107 s. We performed our simulations

new session is generated) with probabititwhen a node is in o 53 3 km x 3 km area with\ = 10.8 mobiles/kn?. We sum-
theoN state, it generates a packet every frame (that is, eVery y5rize the parameters in Table I.

slots) according to a Bernoulli process with probabitifhus, A mopile can transmit to other mobiles that are within a dis-
the average number of packets in asessidnis1/(1—6). The  (ance ofR,,.. km from it. Fig. 4 illustrates the average number
offered load, per node, which is the average number of packets ops7 that a session needs to make to move from a source

generated at a node per slot, is given (see [3] for derivation) Byqe tq its destination node, for several values of the transmis-

1 sion radiusR ..., for a particular instance of the network. Note
Po=—"7_4" (17)  that the network under simulation partitions into two or more
M + T-- subsets if the transmission radifs, . is set to values less than
- . . .
0.51 km. In Fig. 4, we also illustrate the maximum number of
In our simulation results, we assume that the data channel hops that a session needs to make for varying values of the trans-
cess ratd),, is 20 packets per second, which results in a frammission radiusi;;;x.
duration of7y = 5.0 x 10~?s. Each data packet has 282 infor- We define thesingle-hop throughputd as the average
mation bits and is encoded by a Reed—Solomon (63, 47) codemamber of successful transmissions per node and (slot, code)
4 , _ , Rair. We define theession throughpuff as the average number
Note that, in practice, a PRU may be able to “capture” a packet even in t

presence of other simultaneous transmissions that use the same code;intha@i@ccessml transmls_smns per .nOde and (slot, code) pair of
the network throughput increases, but no changes are needed in our protocplackets that reach their destination and are the last packet of

Pr(k mobiles in an areal) =
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Fig. 4. lllustrates the average and maximum number of hops for the netwq;lk 5
under consideration. The network becomes disconnected for transmission rag{@e’sm' t
Rmax < 0.51 km (dotted line). p

lllustrates the variation in the maximum session througlpas the
probability,, is varied for different values of the average session length
L. Simulation parameters that have been fixed are transmission i&agiys=

1.0 km, SNR of 5 db at a distancB, = 0.95 km, uncertainty interval of

. . . . . . durationU;,,; = 2 data chips, number of slofg = 8 in a frame and number
their sessions (that is, session completions). We also define 55@011655— = 3 in the system.

averagetotal delay D of a session as the time (measured in
frames) that elapses between the time a session is generatcg ~*
a node and the time the last packet of the session reaches 0016
destination (including the connection delay and all queueitg L
delays at intermediate nodes). F00tap
An important parameter that controls the session throughy=
S is the attempt probabilityp,, which is the probability with §°-°12
which an active node (that is, a node that wants to capture 2
outgoing channel for an originating or transit session) transm & ®°'f
a request packet in an empty (slot, code) pair. Fig. 5 iIIustrat§0
the maximum session throughptiias a function of the attempt £~
probability p, and the average session lendthWe observe 2
that the throughput increases and then decreases with increai Co
values ofp, . This is because for small valuesfthe channel 2404l
remains mostly idle, whereas for high valuespgf increased %;b
collision in the channel decreases the throughput. We further ¢ o.002
serve that the value @f, that maximizes the session throughpu 2 Lo : Do
S changes only slightly with the average session ledgtiDf 0 e 101 — 102 — =
course, the optimal value of the attempt probability does depe Buffer Space B per (slot, code) pair
on the transmission radiug,, . and the user density, because
these determine the average number of neighbors of each Iffip-6. lllustrates the maximum single-hop throughplifor varying buffer

; _ _ sizesB. Simulation parameters that have been fixed are transmission radius
bile. For example, fOfax = 1 km, and\ = 10.8 users/kr, Roax = 1.0 km, SNR of 5 db at a distancB, = 0.95 km, probability of

the optimal value forp, is 0.18. In all simulation results to attempt in an empty slgt, = 0.15, average length of a generated session
follow, the value ofp, has been optimized to obtain the maxZ = 5 packets, uncertainty interval of duratiéh,. = 2 data chips, number
imum session throughput (for example, @f,. = 0.55, 0.75, of slotsM = 8 in a frame and number of codés = 3 in the system.
1.5, and 2.0 km, the values of the attempt probability that max-
imize the throughput arg, = 0.26, 0.22, 0.16, and 0.10, re-the sessions path (and therefore on the maximum transmission
spectively, for user density = 10.8 users/km). In a practical radius R,,.x). The relation betweers and H is given as
implementation, an algorithm to optimize on the attempt prol# = ShL. With decreasing buffer sizB, both the maximum
ability may be run; however, we do not consider it in this papesingle-hop throughpull and the maximum session throughput
We let B be the number of buffer spaces for each (slof decreases. The decrease in throughput is due to the effect of
d-code) pair, that is, there are a totaldfB K buffer spaces at a the THROTTLE packets, which reduce the accepted load into
node. Figs. 6 and 7 illustrates the session throughpand the the system in order to prevent packet loss. However, note that
single-hop throughput for different values of the buffer size small buffer sizes are sufficient in providing relatively high
B. A high value ofH (which is local in nature) does not imply throughput, and buffer sizes larger than 100 packets per (slot,
thatS is large, sinceS depends also on the number of hops igode) pair increase the throughput only slightly.

0.006 -

Maximum
-
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Fig. 7. lllustrates the maximum session absorption throughpfor varying  Fig. 9. lllustrates the maximum single-hop throughphit for varying
buffer sizesB. Simulation parameters that have been fixed are transmissiamerage lengtt. of a session. Simulation parameters that have been fixed are
radiusR,,.x = 1.0 km, SNR of 5 db at a distande, = 0.95 km, probability  transmission radiu®,,., = 1.0 km, SNR of 5 db at a distand@, = 0.95 km,

of attempt in an empty slqt, = 0.15, average length of a generated sessioprobability of attempt in an empty slpt, = 0.18, buffer sizeB = 20 packets

L = 5 packets, uncertainty interval of duratiéf,, = 2 data chips, number per (slot, code) pair, uncertainty interval of duratibh,, = 2 data chips,

of slotsM = 8 in a frame and number of codésS = 3 in the system. number of slots\/ = 8 in a frame and number of codés = 3 in the system.
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Fig. 8. lllustrates the average connection delzjor varying B buffer sizes. g 10, |llustrates the maximum session absorption througfigat varying
Simulation parameters that have been fixed are transmission rdils =  ayerage length. of a session. Simulation parameters that have been fixed are
1.0 km, SNR of 5 db at a distand®, = 0.95 km, probability of attemptin an r3nsmission radiuB,.., = 1.0 km, SNR of 5 db at a distande, = 0.95 km,
empty slotp, = 0.15, avera_gevlength of a generated sesdior: 5 packets, probability of attempt in an empty slpt. = 0.18, buffer sizeB = 20 packets
uncertainty interval of duratlof:v;',,t = 2 data chips, number of slofsf = 8 per (slot, code) pair, uncertainty interval of duratibin,, = 2 data chips,

in a frame and number of codés = 3 in the system. number of slots\/ = 8 in a frame and number of cod&s = 3 in the system.

Fig. 8illustrates the average total del&yfor different values and buffer sizeB = 20. As the session length increases, the
of the buffer sizeB. The average delay becomes unboundedaximum single-hop throughpf also increases. The reason
when the offered load to the system is increased. The pointfat this is the implicit reservation nature of our protocol which
which the asymptote appears (maximum throughput) increasiesits the number of collisions, and increases the efficiency of
with the buffer size. the protocol. When the session lendthincreases, fewer ses-

Figs. 9 and 10 illustrates the maximum session througKputsions need to compete for the wireless medium to maintain the
and the maximum single-hop throughgitas a function of the same level of single-hop throughput, and therefore the session
offered load for different values of the average length seskiorthroughputS decreases.
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Fig. 11. lllustrates the maximum single-hop throughplias a function of Fig. 13. lllustrates the maximum single-hop throughgfit for varying
the uncertainty interval’;... Simulation parameters that have been fixed arfansmission radiuf.... and attempt probability. Simulation parameters that
transmission radiu®..... = 1.0 km, probability of attempt in an empty slot have been fixed are average length of generated sessién=sf 5 packets,
p. = 0.15, average length of a generated sesdior: 5 packets, buffer size buffer size B = 20 packets per (slot, code) pair, uncertainty interval of
B = 20 packets per (slot, code) pair, number of sibfs= 8 in aframe, number guasi-synchronous receptién,.. = 2, number of slotsV/ = 8 in a frame,
of codesK = 3 in the system, maximum correlation between any two codes 8fimber of codedy = 3 in the system, and SNR of 5 db at distances of

the systent,,., = 0.06, and SNR of 5 db at a distand®, = 0.95 km. R, = 0.95,0.712, and0.52 km for transmission radius of 1, 0.75, and
0.55 km.

the value of the uncertainty interval increases is due to the in-
crease in the packet reception error probability and the number
. of retransmissions. For the data chip duratign = 3.3257 x
10~8s that we have assumed, the valuedigf =0, 1, 2, 3,

and 4 correspond to uncertainty durationst@, +33.3,+66.6,
499.9, andt133.2 ns, respectively. Note that commercial GPS
clocks have timing accuracies of the order of 50 ns [17], which

Transnliésion Radius = IOkm

0.6f - Attempt Probability py= 015 -l N for the parameters of our simulation correspond&/f{g =~ 2.
User density = 10.8 users/km? It is possible to decrease the uncertainty duration fractiday
oAb Buffers =20 it N\ ] decreasing the data rate (hence the data symbol duration if the
Los : : same data chip duration is used); this is a design parameter of

: : : : : 5 the system. Furthermore, it is assumed that the relative delay
0.2F i M e b .......... ........... ....... in Signal I’eception is well within this duration; hendémax is

: : : : : design parameter of the system. For the simulation parameters
; : chosen, uncertainty duration yields around 30 km, which is be-
yond the transmit power of the PRUSs.

The transmitter power available at a node determines the
Fig. 12. lllustrates the maximum session through§iuis a function of the transmission radius, which is an important network parameter
uncertainty intervallin,. Simulation parameters that have been fixed arf minimizing interference, ensuring network connectivity.
transmission radiu®,,,., = 1.0 km, probability of attempt in an empty slot . . ! . '
p. = 0.15, average length of a generated session= 5 packets, buffer and_ dictating the number_ of hops a session needs tq make
size B = 20 packets per (slot, code) pair, number of slats = 8 ina on its path to its destination. The use of small transmission
frame, number of code&” = 3 in the system, maximum correlation betweerygjys enables the efficient reuse of spectrum and decreases the
any two codes of the system,.. = 0.06, and SNR of 5 db at a distance . . . . .

R, = 0.95 km. interference with other transmissions, but it also increases the
number of hops a packet has to travel to reach its destination.
In Figs. 13 and 14, we provide simulation results that illustrate
the variation in the single-hop throughpit and the session

Figs. 11 and 12 illustrate the session throughpat a func- throughputS as a function of the transmission radius. As
tion of the offered load for different values of the uncertainty inexpected, the single-hop throughptt increases when the
tervall/;,,;, which is due to the inaccuracy of the GPS clocks. Asansmission radius decreases. For valueB,gf, > 4.25 km,
expected, the throughput decreases when the quasi-synchrortbesietwork under simulation reduces to a single-hop network
uncertainty interval increases. The drop in the throughput whand the maximum packet throughput per (slot, code) pair for the

Maximum Session Throughput S per node and (slot, code) pair
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