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Time-Varying Spectrum Allocation Policies and
Blocking Analysis in Flexible Optical Networks

Konstantinos Christodoulopoulos, Ioannis Tomkos, and Emmanouel Varvarigos

Abstract—We consider the problem of serving traffic in a
spectrum-flexible optical network, where the spectrum allocated
to an end-to-end connection can change so as to adapt to the time-
varying required transmission rate. In the proposed framework,
each connection is assigned a route and is allocated a reference
frequency over that route, using an appropriate Routing and
Spectrum Allocation (RSA) algorithm, but the spectrum it utilizes
around the reference frequency is allowed to expand and contract
to match source rate fluctuations. We propose and analyze three
spectrum expansion/contraction (SEC) policies for modifying the
spectrum allocated to each connection. The first policy, named the
Constant Spectrum Allocation (CSA) policy, allocates a number
of spectrum slots for exclusive use by each connection. We also
present two policies that enable the dynamic sharing of spectrum
slots among connections, named the Dynamic High Expansion-
Low Contraction (DHL) and the Dynamic Alternate Direction
(DAD) policy. We give exact formulas for calculating the blocking
probability for a connection and for the whole network under
the CSA policy and provide corresponding approximate analyses
under the DHL and DAD policies. We also present a simple
iterative RSA algorithm that uses the developed blocking models
so as to minimize the average blocking of the network.

Index Terms—Spectrum-flexible networks, time-varying traf-
fic, spectrum sharing, spectrum expansion/contraction policies,
routing and spectrum allocation, blocking probability.

I. INTRODUCTION

INCREASING the capacity and improving the efficiency of
optical transport networks has been an important research

challenge for many years. To cope with traffic increases of
almost 34% per year [1], extensive research efforts have been
devoted on advanced modulation formats and digital equal-
ization in the electronic domain to enable per-channel rates
of 40 and 100 Gbps with improved transmission distance in
traditional Wavelength Division Multiplexing (WDM) systems
[2]. However, although wavelength routed WDM networks
offer well-known advantages, their rigid and coarse granularity
leads to inefficient capacity utilization, a problem expected to
become more severe with the deployment of higher channel
rate systems.

In order to address the issues of stranded and underutilized
bandwidth, low agility, inefficient resource utilization due to
over-provisioning, and wasted capital/operational expenses, a
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new networking approach is required. Optical Burst Switch-
ing (OBS) and Optical Packet Switching (OPS) utilize the
time domain to enable statistical multiplexing gains through
the sharing of the network resources. OBS prototypes and
commercial products (e.g. by Matisse, Huawei, Intune) have
reached the market for metro-ring networks, but still have not
met commercial success, while there are a number of studies
that question the benefits of OBS when used for transport
networks [4]. OPS is considered a long term solution as its
enabling technologies are still immature [5]. In addition to the
time domain, exploited in the OBS and OPS paradigms, the
frequency is another domain that can be harvested to provide
improved flexibility, granularity and efficiency for the optical
networks. Typically, wavelength routed WDM networks, as
well as OBS and OPS, operate over the ITU-T grid, that is,
a constant 50-GHz frequency spaced grid. Taking a different
approach, recent research efforts have focused on networks
that support variable spectrum connections to obtain flexibility
and statistical multiplexing gains in the spectrum domain [3].
Spectrum-flexible, elastic, flexgrid are few examples of the
terms used to describe these architectures [6]-[15].

A spectrum-flexible network has spectrum granularity finer
than that of standard 50-GHz ITU grid WDM systems and
can also combine the spectrum units (slots) to create wider
channels on an as needed basis. To establish a connection in
a spectrum-flexible network, every spectrum-flexible optical
cross connect (OXC), or flexible channel bandwidth OXC,
as referred to in [12], on the connection’s route allocates
sufficient spectrum to create an appropriately sized end-to-end
optical path. Standardization of a grid with granularity 6.25
and 12.5 GHz is under discussion. It stands to reason that,
from a networking perspective, the optimal slot size depends
on the traffic characteristics, but, for realistic networks and
traffic loads, the related studies show that significant benefits
can be achieved with the standardized granularities.

A variety of spectrum-flexible systems have been described
in the literature. The Spectrum-sLICed Elastic optical path
network (SLICE) [6],[8] utilizes optical Orthogonal Frequency
Division Multiplexing (OFDM) to enable spectrum-flexible
transmissions. Optical OFDM distributes the data on several
low data rate subcarriers (multi-carrier system). The spectrum
of adjacent subcarriers can overlap, since they are orthogo-
nally modulated, increasing spectral efficiency. A bandwidth-
variable OFDM transponder generates an optical signal using
just enough spectrum with appropriately modulated subcarri-
ers to serve the client demand. Single-carrier systems are also
envisioned to operate in a spectrum-flexible manner, as e.g.
the Flexible-WDM (FWDM) architecture considered in [7].
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The introduction of spectrum-flexible networks and non-
constant spectrum connections pose new challenges on the
networking level, as traditional algorithms designed for fixed-
grid WDM systems are no longer applicable. The resource
allocation problem in spectrum-flexible networks is usually
referred to as the Routing and Spectrum Allocation (RSA)
problem. The planning of spectrum-flexible networks has
been considered in [6],[7],[14], where static or offline RSA
algorithms were proposed. In the planning problem, a traffic
matrix with the requested transmission rates of all connections
is given (corresponding to their peak rate typically multiplied
by a certain oversubscription ratio). The solution consists of
the paths and spectrum allocation that should be used by
the connection demands so as to minimize a performance
metric, such as the utilized spectrum. Connections are served
for their requested capacity and no spectrum overlapping is
allowed among them, resulting in a waste of spectrum when
connections do not fully utilize their allocated spectrum.

After planning and installing the network we enter the
operational phase, in which the rates of the connections
fluctuate with time and, depending on the granularity of the
system, at certain instants changes have to be performed to
accommodate the traffic variations. The relatively few works
that have considered the online problem in spectrum-flexible
networks [8]-[11], consider traffic changes as new connection
requests and terminations. For example, in [10], scenarios of
establishing and releasing new connections of 10 up to 400
Gbps are considered. Assuming that the network employs high
capacity flexible optical transponders, relatively large periods
of time will pass until an additional connection needs to be
established or released. We adopt a different approach by
focusing on the short- to medium-term traffic fluctuations that
occur in reality.

We envision an elastic network where nodes communicate
over adjustable-rate end-to-end connections, without estab-
lishing new or releasing old connections unless specifically
required. Changes (usually smooth) in the requested rate
happen dynamically, and can be absorbed by the flexible
transponders by changing their utilized spectrum in real time.
This is done by expanding (if feasible) or contracting the
continuous spectrum allocated to the existing connections.
No spectrum overlapping among connections is allowed at
any given time, but the spectrum can be shared among
connections at different time instants. Spectrum sharing among
connections enables the statistical multiplexing of traffic over
the same network, yielding gains similar to those obtained
by the time-sharing of resources in OBS/OPS networks. A
similar approach was followed in [13], where connections
with negatively correlated rates were placed adjacent so as to
obtain statistical multiplexing gains. The dynamic spectrum
sharing policies we propose are more general than those in
[13], enabling the sharing of spectrum among more than just
two adjacent connections. Moreover, our methods work for
general and uncorrelated traffic.

Specifically, the goal of this paper is to develop a framework
for serving time varying traffic in a spectrum-flexible network
that enables the dynamic spectrum sharing among connections,
propose basic sharing policies, and examine the blocking
performance of the resulting network. The techniques and

analyses to be given apply to an OFDM-based or any other
type of spectrum-flexible optical network, as long as dynamic
spectrum-adjustable transponders are employed in the system.
In our previous work [15], we used simulation experiments to
get a first estimation on the performance improvements that
can be obtained when connections can adapt their utilized
spectrum to follow their traffic variations. In this paper we
present a more complete and detailed solution.

In the proposed framework, each connection is assigned a
route and a reference frequency. The connection is allowed to
expand and contract the spectrum used around this reference
frequency, as long as it does not overlap with that used by
adjacent connections at any particular time. We propose and
compare three spectrum expansion/contraction (SEC) policies.
The first is a simple Constant Spectrum Allocation (CSA)
policy that defines the exclusive use of a set of spectrum
slots to a connection. This policy, which is adaptive but offers
no sharing and no statistical gains among connections, is
compared to two dynamic policies, called the Dynamic High
Expansion-Low Contraction (DHL) policy and the Dynamic
Alternate Direction (DAD) policy, which enable the dynamic
sharing of spectrum slots among connections. We give an
exact analysis for calculating the blocking probability of each
connection and of the whole network for the CSA, the DHL
and the DAD policies. However, since the calculations for
the DHL and DAD cases are computationally demanding we
also present approximation models. We also present a simple
iterative Routing and Spectrum Allocation (RSA) algorithm
that takes into account these blocking models to allocate routes
and reference frequencies to connections so as to minimize the
network blocking.

We perform simulation experiments to evaluate the pro-
posed framework, the blocking performance of the SEC
policies and the accuracy of the developed blocking models.
The analytical results obtained are in very close agreement
with corresponding simulations. Our results show that the
DHL and DAD policies significantly outperform the CSA
policy, by enabling the sharing of spectrum between adjacent
connections and the corresponding statistical multiplexing
gains.

II. SPECTRUM-FLEXIBLE NETWORK AND TIME-VARYING

TRAFFIC

We consider a spectrum-flexible (flexgrid) optical network,
where the spectrum is divided into constant spectrum slots
with granularity C GHz finer than the typical 50-GHz grid
used in WDM systems (e.g. C=12.5 or 6.25 GHz). The
switching granularity of the nodes and the transponders is one
spectrum slot. The network supports a restricted number of
spectrum slots T, determined by the switching window of the
OXCs. A spectrum slot is identified by its starting frequency
F0 + F · C, F=0,1,...,T-1, where F0 is the lowest frequency
supported in the system. To simplify notation, we will use a
quantized frequency axis and characterize each frequency slot
with an integer F, F=0,1,...,T-1.

A connection is served by a specific path and a set of
continuous spectrum slots on all the links of that path (satis-
fying the related spectrum continuity constraint). Guardband
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G (in spectrum slots) is used between spectrum-adjacent
connections to ensure that the interference between them is
acceptable. The traffic of the connection varies as a function
of time (a birth-death traffic model will be used in Section
III to analyze the blocking performance), and the connection
can dynamically increase/decrease the spectrum slots it utilizes
around its reference frequency, so as to follow the variations
in the requested traffic rate. The way connections adapt their
utilized spectrum to their instantaneous traffic rate is called the
spectrum expansion/contraction (abbreviated SEC) policy. To
support dynamic operation we assume that the network em-
ploys spectrum-flexible transponders capable of dynamically
adapting the spectrum they utilize [2],[3]. The transponders
in the envisioned network may either (a) expand/contract the
spectrum used in both directions non-symmetrically, or (b)
they may do so symmetrically and be able to dynamically
adjust their central frequency. (We note that the central fre-
quency referred here differs from the reference frequency
used in our analysis). In the latter case, techniques, such
as the push-pull technique in [11], can be used to avoid
traffic interruption. Signaling extensions should be provided
for the basic expansion/contraction of the spectrum used by
a connection, and, if needed, for the change in its central
frequency. These can be done with relatively simple extensions
to the RSVP-TE protocol, which is used for Label Switched
Path (LSP) signaling in the GMPLS control plane. Finally,
the proposed SEC policies need also to be extended with
contention resolution rules in order to resolve the resource
allocation between conflicting connections requesting to adapt
their allocated resources simultaneously. Addressing these
issues falls outside the scope of the current paper.

Network performance does not only depend on the SEC
policy used, but also on the arrangement of the connections
in the space (routing) and frequency (spectrum allocation)
domains, which depends itself on the RSA solution. Fig. 1
presents the process of serving time-varying connections in
the envisioned spectrum-flexible network. The RSA under
time-varying traffic algorithm serves the connection request,
by assigning a path and a reference frequency to it so as to
minimize the average network blocking, taking into account
the dynamic nature of the connections and the specific SEC
policy used. After the RSA decision has been made, the
SEC policy is responsible for accommodating the dynamic
traffic variations of the connection by expanding/contracting
the spectrum that it uses at spectrum-slot level granularity.
The RSA algorithm is used again when a connection cannot,
on a regular basis, obtain additional spectrum slots (high
blocking), or when the requested rate exceeds the transponder
capabilities. Then, RSA is called to route the excess traffic
over a different spectrum-path, or reroute the entire connection
(to save in guardbands).

Our emphasis in this paper is more on the general frame-
work for serving time-varying traffic and on the SEC policies
that can be used, and less on the RSA under time-vayring
traffic algorithm. Static RSA algorithms [6],[7],[14] assign
paths-spectrum to static (constant-rate) connections, but they
can also be used to serve time-varying traffic. This can be done
by using as input to the static RSA algorithms static demands
that are however estimated using probabilistic models that
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Fig. 1. Flow diagram for serving a connection request. RSA is used
to determine the path and reference frequency and SEC policy takes care
of traffic variations. When the SEC policy cannot accommodate a traffic
variation, or if the rate exceeds the capability of the transponder, RSA can be
triggered to set up an additional connection or reroute the existing connection.

account for the dynamic characteristics of the connections and
the SEC policy used. For the sake of being specific, we outline
in Section IV an RSA under time-varying traffic algorithm that
uses blocking models obtained by our analysis and assigns
paths and reference frequencies to the connections so as to
minimize the overall blocking in the network.

A. Spectrum-flexible framework for serving dynamic traffic

The optical network is represented as a graph (V,E), where
V is the set of nodes and E the set of fiber links. We consider
a connection that has been processed by the RSA algorithm
and has been assigned a specific path p and a reference
spectrum slot Fp, and utilizes nH

p and nL
p spectrum slots

higher and lower than Fp, respectively. Therefore, a total of
np = nH

p +nL
p+ spectrum slots, [Fp−nL

p , Fp−nH
p −1], have

been allocated to the connection on all the links of path p, so
as to satisfy the spectrum continuity constraint. We will call Fp

the reference frequency and not the starting frequency, since
the connection can utilize spectrum slots lower than that. The
total spectrum np (in slots) used by the connection is adjusted
as a function of time to follow the traffic fluctuations, but
no two connections can utilize the same spectrum slots over
any link at any given time. This non-overlapping spectrum
assignment constraint in spectrum-flexible optical networks
corresponds to the single wavelength assignment constraint
of traditional WDM networks.

Fig. 2 presents the spectrum slot utilization of two links, l
and l’, on path p. We denote by U(p, l) and by B(p, l) the
upper and bottom spectrum-adjacent connections, respectively,
of the connection p on link l. We also denote by FU(p,l) and
by nL

U(p,l) the reference frequency and the number of lower
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Fig. 2. Example of spectrum slot utilization on two links l and l’. The
figure illustrates the spectrum allocated to connection p and its upper and
bottom spectrum-adjacent connections U(p, l), U(p, l′) and B(p, l), B(p, l′)
on links l and l’, respectively..

slots utilized by the upper spectrum-adjacent connection, and
by FB(p,l) and nH

B(p,l) the reference frequency and the num-
ber of higher slots utilized by the bottom spectrum-adjacent
connection on link l. We also denote by G the guardband in
spectrum slots used to enable the switching of the connections
with low and acceptable interference (G=1 slot in Fig. 2).

According to the expansion policy, if the traffic of con-
nection p increases, requiring the allocation of an additional
spectrum slot to it, we increase either its higher or its lower
spectrum slots. Similarly, the used policy decreases the higher
or lower allocated slots when the transmission rate of the
connection decreases. The non-overlapping spectrum assign-
ment requirement constrains the number of higher and lower
spectrum slots that can be utilized by the connection:

0 ≤ nH
p ≤ min

l∈p
(FU(p,l) − nL

U(p,l))− Fp −G, and

0 ≤ nL
p ≤ Fp − max

l∈p
(FB(p,l) + nH

B(p,l))−G.
(1)

Blocking will occur when a connection requires an addi-
tional slot (due to an increase in its transmission rate) and
there are no available slots to accommodate it. In particular,
for blocking to occur for p, an additional slot should be
requested when the right hand sides of Eq. (1) are met with
strict equalities,

nH
p = min

l∈p
(FU(p,l) − nL

U(p,l))− Fp −G, and (2)

nL
p = Fp − max

l∈p
(FB(p,l) + nH

B(p,l))−G. (3)

According to the flow diagram in Fig. 1, if blocking happens
too frequently, meaning that the connection needs more spec-
trum resources than those it shares with its spectrum-adjacent
connections, the RSA algorithm could be triggered to route
the excess traffic or reroute the entire connection.

Under the proposed spectrum sharing framework, a con-
nection shares the spectrum slots with its upper and bottom
spectrum-adjacent connections. In general, spectrum sharing
can be performed in a number of ways and the proposed

framework can be extended to include additional rules. For
example, we can allocate a number of slots exclusively to each
connection and then use a policy for sharing the remaining
slots among the connections. These options are not ruled out
and are left for future studies. The SEC policy that defines
how the spectrum expands/contracts affects significantly the
network’s operation and blocking performance. In the next
subsection we present three such SEC policies.

B. Spectrum Expansion/Contraction (SEC) policies

1) Constant spectrum allocation (CSA) policy: In the first
policy, a connection is assigned a path p and reference
frequency Fp and has exclusive use of all spectrum slots
higher than Fp, up to the reference frequency of its closest
upper spectrum-adjacent connection. That is, connection p can
expand and use nH

p , 0 ≤ nH
p ≤ NH

p , higher spectrum slots,
where

NH
p = min

l∈p
(FU(p,l))− Fp −G. (4)

Under the CSA policy, connection p uses slots [Fp, Fp +
NH

p − 1] independently of what other connections do, while
it cannot use lower spectrum slots at all.

This policy does not enable the sharing of spectrum slots
among the connections, it resembles the static spectrum allo-
cation for connections of given rate, and is proposed mainly
for comparison purposes. In such a system, blocking will
occur for connection p when it requires an additional slot,
and it has already used up all its higher slots, that is, when
nH
p = NH

p . This is a special case of the general bounding
conditions described by Eq. (2) and (3), after setting nL=0
for all connections.

2) Dynamic high expansion-low contraction (DHL) policy:
We now present a dynamic SEC policy, called Dynamic High
Expansion-Low Contraction (DHL), that enables the sharing
of the spectrum among the connections. With DHL, a con-
nection p wishing to increase its transmission rate, first uses
its higher spectrum slots, increasing nH

p until it reaches a slot
already occupied by an upper spectrum-adjacent connection
on some link of p, that is, until the bounding condition of Eq.
(2) is met. Then, if additional bandwidth is needed, it expands
its lower spectrum slots, increasing nL

p until it reaches a slot
that is occupied by some bottom adjacent connection on some
link, that is, until the bounding condition of Eq. (3) is met.
If the connection needs to increase further its rate and there
is no higher or lower free slot space, blocking occurs (for the
excess rate). Note that there may be cases where even though
at previous instants there were no free higher spectrum slots
and the connection had to utilize some lower spectrum slots,
the constraining upper spectrum-adjacent connection has freed
some of its used slots, creating free higher slot space. Such
cases can create slot voids, a problem that can be addressed,
if desired, by a defragmentation process that might run in
between arrivals. The DHL policy performs indirectly slot
defragmentation, since it always searches first for free higher
slots, even if lower spectrum slots have already been used by
that connection, filling the free higher spectrum slots in every
chance it gets. Note that spectrum defragmentation has been
raised as an issue in other works [8]-[10]. When a connection
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decreases its spectrum slots due to a reduction in its rate,
we first release lower spectrum slots and, if these have been
reduced to zero, we release higher spectrum slots.

3) Dynamic Alternate Direction (DAD) policy: The third
examined SEC policy, called Dynamic Alternate Direction
(DAD), also enables the sharing of the spectrum among the
connections and aims at the symmetrical use of spectrum
around the reference frequencies. With DAD, a connection
p wishing to increase its transmission rate, alternates between
using its higher and lower spectrum slots starting from its
higher slots, increasing nH

p and nL
p alternately until it reaches

a slot already occupied by an upper or bottom, respectively,
spectrum-adjacent connection, that is, until the bounding con-
dition of Eq. (2) or (3) is met. Then, if additional slots are
needed, it expands towards the other direction, in which case
the symmetry is lost. When expanding the spectrum of a
connection, the DAD policy always examines if it can expand
towards the direction that uses fewer slots. Thus, slots that
were previously bounding at one direction and are freed at
a later time have priority and are firstly used if needed. In
this way voids are filled and spectrum defragmentation, as in
the DHL policy, is indirectly achieved. Blocking occurs if the
connection needs more slots and there is no higher or lower
free slot space, that is, if the bounding conditions of Eq. (3)
and (2) are both met. When a connection decreases its slots
due to a reduction in its rate, we first release spectrum slots
from the direction that has used more slots, and once we have
an equal number of higher and lower slots, we decrease the
lower spectrum slots. Thus, both expansion and contraction
processes are designed to yield symmetrical spectrum utiliza-
tion so that the central frequency of the connections does not
frequently change and remains close to the related reference
frequency when congestion is low.

III. ANALYZING THE PERFORMANCE OF THE SPECTRUM

EXPANSION/CONTRACTION POLICIES

In this section we present analytical methods for calculat-
ing the average blocking probability of the spectrum expan-
sion/contraction (SEC) policies described in Section II.B.

As already mentioned, each connection is assigned by the
RSA algorithm a specific path p and a reference frequency
Fp. The traffic rate of the connection, however, may fluctuate
dynamically with time, and the same applies to the number of
spectrum slots allocated to it. In the analysis to be proposed,
the requested slots of a connection are assumed to follow
a birth-death Markovian model. In particular, we assume
that requests for additional spectrum slots over path p are
generated according to a Poisson process of rate λp and their
holding times are exponentially distributed with mean 1/μp,
corresponding to a traffic load ρp = λp/μp for that connection.
These traffic parameters are taken into account in the RSA
algorithm when assigning routes and reference frequencies
to the connections. We also assume that the additional slot
requests are independent for different connections. If the slot
requests of different connections were correlated, we could
design an RSA algorithm that would exploit this correlation
information to obtain gains that are more significant than those
described in our performance results.

In practice, in core networks, a connection over path p will
carry traffic from many users aggregated at the corresponding
ingress/source node and destined for users at the specific
egress/destination node. Since the traffic is aggregated over
many users and the spectrum is allocated in the form of
slots of a given granularity, rate fluctuations will be relatively
smooth, and a birth-death model for the number of slots
looks appropriate. This is a well-studied traffic model that has
been widely used for circuit switched traffic [16]-[18] and for
fixed-grid WDM networks [19]-[20] (in which cases, circuit
or wavelength requests are created instead of slot requests).
Our model can also be related to other models, e.g., models
assuming that user sessions arrive and depart from the system,
since by knowing the capacity supported by a slot we can
transform the user session arrival model to a slot birth-death
model.

A. Computing the blocking of an expansion/contraction policy

The state of the network can be formulated as a d-
dimensional continuous time Markov chain, where d=2·|V| ·
(|V|−1) and |V| is the number of nodes. This can be seen by
noting that there are |V| · (|V|−1) possible connections in the
network, and for each connection we need to record both the
number of higher and lower utilized slots to characterize it.
If some pairs of nodes never communicate with each other or
some pairs utilize more than one connection, the dimensions
of the system can be reduced/increased accordingly. We denote
by n = (nH

1 , nL
1 , n

H
2 , nL

2 , ..., n
H
d/2, n

L
d/2) the state of the

network at any given time, and by P (n) the steady-state
probabilities. The set of feasible states is described by Eq.
(1). The transitions between states depend on the SEC policy
used. Since the blocking states are given by Eq. (2) and
(3), the blocking probability of connection p, denoted by
Pbl(p), and the network blocking probability averaged over
all connections, denoted by Pav , are given by:

Pbl(p) =
∑

n:Eq.(2) and (3) are met

P (n), (5)

Pav =
∑
p

λp · Pbl(p)/
∑
p

λp. (6)

To calculate the average network blocking probability Pav ,
in addition to the traffic parameters, we need to know the
utilized paths and the reference frequencies selected by the
RSA algorithm for all connections.

To calculate the probabilities P (n) for the blocking states
of n defined by Eq. (2) and (3), we need to solve the global
balance equations for the d-dimensional Markov chain that
describes the system for the particular SEC policy used,
something that is not trivial in most cases. Since in the
proposed policies spectrum sharing is possible only between
spectrum-adjacent connections, the blocking states for a con-
nection depend on the utilization of its bottom and upper
spectrum-adjacent connections over all the links of the path it
follows. In turn, the utilization of these connections depends
on the utilization of their bottom and upper spectrum-adjacent
connections, and so on. Thus, the interdependence among the
connections is quite complicated and cannot be simplified in
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the general case. In the following subsections we analyze
the CSA, DHL and DAD SEC policies presented in Sections
II.B.1, 2 and 3, and provide analytical expressions to calculate,
exactly for the CSA policy and approximately for the DHL
and DAD policies, their corresponding blocking probabilities.

1) Exact model for blocking computation for the CSA
policy: In the CSA policy, no spectrum is shared among the
connections, and the Markov chain describing the network
state is greatly simplified. This is because the independence
among the connections under the CSA policy, makes possible
the decomposition of the d-dimensional Markov chain into
d separate 1-dimensional chains, each corresponding to an
M/M/m/m queuing model and describing one connection.
Thus, the blocking probability for new slot requests over path
p is given by the Erlang-B formula:

PCSA
bl (p) =

(ρp)
NH

p /NH
p !∑

i

(ρp)i/i!
, (7)

where ρp = λp/μp, and NH
p is the number of slots allocated

exclusively to connection p [calculated by Eq. (4)]. The
network blocking probability is then obtained from Eq. (6),
using Eq. (7) for the blocking probability of each connection.
Note that Eq. (7) is a special case of the general Eq. (5),
after considering the particularities of the CSA policy, which
removes the interdependence among the connections.

2) Model for blocking computation for the DHL policy:
We now analyze the performance of the DHL SEC policy
described in Section II.B.2. The state transitions for connection
p are given in Table 1. In this table we denote by eLp (or eHp )
the vector with all zero elements apart from element nL

p (or
nH
p , respectively) which equals to one. Using the transition

rules of DHL as reported in Table 1, we can define the cor-
responding d-dimensional Markov chain, compute the steady
state probabilities from the global balance equations, and the
blocking probabilities for the connections by Eq. (5). Note
that dependencies exist between the state of connection p and
that of all its bottom and upper spectrum-adjacent connections,
on all the links traversed by p, which are in turn dependent
on their bottom and upper spectrum-adjacent connections, and
so on. So the interdependence of the connections goes deep
and the computation of the exact state probabilities is feasible
only for small networks, and is intractable for more realistic
situations. In particular, since the way the variables nH

p and nL
p

characterizing a connection increase/decrease depends on each
other and on the utilization of the upper adjacent connections,
the system cannot be decomposed and we cannot express
the stationary distributions in product forms and follow an
analysis like [16]. Since the calculation of the exact blocking
of the DHL is very complicated and can be performed only
for small problem instances, we present in the next subsection
an approximate model for estimating it.

a) Approximate model for computing the blocking of the
DHL policy for large networks

We focus on a particular connection p and we want to find
the probability that a new spectrum slot request over p will
be blocked under the DHL policy. For the given connection
p, we define a hypothetical (approximate) system D̃HL in
which the connection p follows the DHL policy while all other
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Fig. 3. (a) Upper and lower spectrum-adjacent connections following the
DHL policy, (b) approximate system D̃HL where the bottom and upper
spectrum-adjacent connections use only their higher spectrum slots.

connections expand their spectrum only towards their higher
slots. We denote the d/2-dimensional state of the approximate
system D̃HL, by ñ = (ñ1, ..., ñB(p,l), ñp, ñU(p,l), ..., ñd/2),
where B(p, l) and U(p, l) are the bottom and upper spectrum-
adjacent connections of p on link l of p. We make the
following approximating assumptions for calculating the slot
request blocking probability of connection p:
Approximating Assumption A1: the occupancy distribution for
the total number of slots of the connections in the D̃HL
policy is approximately equal to the corresponding occupancy
distributions for the total number of slots (sum of lower
and upper spectrum slots) of the connections under the DHL
policy. That is,

P̃ (ñ) ≈
∑

i=1,2,...,d/2

∑
ñi=nH

i
+nL

i

P (n), (8)

which means that ñi ∼ nH
i +nL

i , where ñi represents the total
number of slots utilized by connection i in the D̃HL policy
and “∼” signifies that they follow approximately the same
distribution.
Approximating Assumption A2: the variables nL

B(p,l) and
nL
U(p,l), for all l ∈ p, follow approximately the same dis-

tribution (nL
B(p,l) ∼ nL

U(p,l) ) so that:

P (..., nH
B(p,l), n

L
B(p,l), n

H
p , nL

p , n
H
U(p,l), n

L
U(p,l), ...) ≈

P (..., nH
B(p,l), n

L
U(p,l), n

H
p , nL

p , n
H
U(p,l), n

L
U(p,l), ...).

(9)

To visualize the above approximations, Fig. 3 displays an
example of the spectrum utilization of a link l. Fig. 3a shows
the actual case where the upper and bottom spectrum-adjacent
connections of p follow the DHL policy, while Fig. 3b shows
the approximate D̃HL system.

The available slot space S(p, l) for link l ∈ p in the DHL
system is

Sp,l = FU(p,l) − FB(p,l) − 2 ·G− nH
B(p,l) − nL

U(p,l), (10)

while the corresponding approximate available slot space in
the D̃HL system is

S̃p,l = FU(p,l) − FB(p,l) − 2 ·G− ñB(p,l) ∼
FU(p,l) − FB(p,l) − 2 ·G− nH

B(p,l) − nL
B(p,l)

(11)
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TABLE I
OUTOGING STATE TRANSITIONS FROM STATE n UNDER THE DHL POLICY

state n:
nH
p =

nL
p = 0,

and Eq. (2)
not met

nH
p > 0,

Eq. (2) not
met, and
nL
p > 0

nH
p > 0,

Eq. (2) not
met, and
nL
p = 0

nH
p =

nL
p = 0,

Eq. (2) met,
and Eq. (3)

not met

Eq. (2) met,
nL
p > 0,

and Eq. (3)
not met

nH
p > 0,

Eq. (2) met,
nL
p = 0,

and Eq. (3)
not met

nH
p = 0,

Eq. (2) met,
nL
p = 0,

and Eq. (3)
met

Eq. (2) met,
nL
p > 0,

and Eq. (3)
met

nH
p > 0,

Eq. (2) met,
nL
p = 0,

and Eq. (3)
met

Outgoing
transition from

state n with rate
λ to state

n+ eHp n+ eHp n+ eHp n+ eLp n+ eLp n+ eLp Blocked Blocked Blocked

Outgoing
transition from

state n with rate
(nH

p +nL
p ) · μp

to state

n− eLp n− eHp n− eLp n− eHp n− eLp n− eHp

Under assumptions A1 and A2, the available slot space of
the approximate system follows the same probabilistic distri-
bution with the available slot space in the actual system (that
is Sp,l ∼ S̃p,l), since A2 states that the lower spectrum slots
utilized by the bottom spectrum-adjacent connection follows
the same distribution with the lower spectrum slots utilized by
the upper adjacent connection (nL

B(p,l) ∼ nL
U(p,l)), while A1

states that the total number of slots used by each connection
in both systems is probabilistically the same (ñp ∼ nH

p +
nL
p , ñB(p,l) ∼ nH

B(p,l) + nL
B(p,l), ñU(p,l) ∼ nH

U(p,l) + nL
U(p,l)).

The justification for these approximating assumptions is as
follows. Under light load, very few slot requests are blocked
in both the DHL and the D̃HL system, and the total number
of slots (sum of lower and upper spectrum slots) used by
each connection in both systems will be similar. Also, under
light load the connections would mainly utilize their higher
spectrum slots and very seldom utilize their lower spectrum
slots. Connection p, on which we focus, follows the same
(DHL) policy in both systems, exploiting both the higher and
lower slots and will have approximately the same blocking
probability under both systems. Connections other than p
follow different sharing policies in the DHL and in the D̃HL
system and the corresponding blocking probabilities in the
two systems will be different (but low for light load), but
this is not important since our focus is on connection p.
Under heavy load, the majority of the connections will use
almost completely their higher spectrum slots and will not
find free lower spectrum slots. So in both cases the upper and
bottom adjacent connections will utilize in a similar way their
lower spectrum slots, which are the parameters of interest in
our approximation. So, unless the spectrum allocation for the
connections in the network is unbalanced (with some of them
utilizing heavily their lower spectrum slots and some others
lightly), the proposed approximation will give good results.

Under the proposed approximation (system D̃HL), the con-
nection p under study can utilize exclusively all the higher
spectrum slots NH

p up to the closest upper spectrum-adjacent
connection [see Eq. (4)], and shares its lower spectrum slots
with its bottom spectrum-adjacent connections. In the approx-
imate D̃HL system, we can describe connection p with only a
single parameter ñp, without distinguishing between its higher
and lower spectrum slots. Thus, the transition rules of Table
1 are simplified. The total number of slots ñp of p can be
expressed by a birth-death process with birth rate λp and death
rate μp, something that does not hold separately for the nH

p

and nL
p variables in the actual DHL system.

We assume that connection p has b different bottom
spectrum-adjacent connections, and, to simplify the notation,
we denote by Bi, i=1,2,...,b, the i-th bottom spectrum-adjacent
connection, dropping the notation of B(p, l) that indexes the
links of path p. Thus, we will denote by FBi the reference
frequency slot, by NH

Bi
the maximum number of slots that

can be utilized, and by ñBi the number of slots utilized
by the i-th bottom spectrum-adjacent connection. Since we
assume that the bottom adjacent connections utilize only their
higher spectrum slots in the approximate D̃HL system, ñBi

follows a birth-death model, with corresponding parameters
λBi and μBi , i = 1, 2, ..., b. The proposed approximation
simplifies the interdependence among the connections. In
particular, since connection p is affected only by its b bottom
spectrum-adjacent connections, only b+1 dimensions of ñ
play role in calculating the blocking of p in the approximate
D̃HL system. The remaining dimensions (other connections)
do not affect connection p or its bottom spectrum-adjacent
connections and can thus be excluded from the blocking
probability calculations. Fig. 4a presents the notation used for
the b bottom adjacent connection of p and Fig. 4b shows an
example of the slot utilization for the D̃HL system.

The set A of feasible states in the approximate D̃HL system
is described by

A : 0 ≤ ñBi ≤ min(NH
Bi
, Fp − FBi +NH

p − ñp −G), i =

1, 2, .., b, 0 ≤ ñp ≤ Fp +NH
p −max

i
(FBi + ñBi)−G.

(12)

A new spectrum slot request for the connection p under
study is blocked when the following holds:

ñp = Fp +NH
p − max

i
(FBi + ñBi)−G. (13)

The approximate system D̃HL can be analyzed as a system
that consists of b+1 independent queues, each described by a
birth-death Markov chain [18]. For this system:

• Balance equations λi · P̃ (ñ) = (ñi + 1) · μi · P̃ (ñ + ei)
hold for all variables i in ñ and all pairs of adjacent states
(reversible Markov chain).

• The stationary distribution can be expressed in product
form, P̃p(ñ) = P̃p(ñp) · P̃B1(ñB1) · ... · P̃Bb

(ñBb
), where

P̃ (ñp), and all P̃Bi(ñBi) depend only on the number ñp

and ñBi of the utilized slots.
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Fig. 4. (a) The approximate system D̃HL simplifies the interdependence
among the connections. The connection p under study is affected only by its
b bottom spectrum-adjacent connections, which are noted here by Bi, i =

1, ..., b, (b) An example of slot utilization in the D̃HL system. Connection p
under study has exclusive use of its higher spectrum slots NH

p and competes
only with its bottom spectrum-adjacent connections for spectrum slots.

Thus, according to [18], the stationary distribution of this
truncated system has the product form

P̃ (ñ) =

(ρp)
ñp

ñp!
·∏

i

(ρBi
)
ñBi

ñBi
!

Q
, (14)

where Q =
∑
ñ∈A

(ρp)
ñp

ñp!
·
∏
i

(ρBi)
ñBi

ñBi !
, (15)

is a normalizing constant and A is the set of feasible states
[see Eq. (12)]. The approximate blocking probability for p is

P D̃HL
bl =

∑
ñ: Eq. (13) is met

P̃ (ñ). (16)

The corresponding state probabilities P̃ (ñ) can be calculated
easily using Eq. (14), even for large networks, since the state
probabilities are written in product form. The approximate
network blocking probability is then calculated by Eq. (6),
using Eq. (16) for approximating the blocking probabilities of
the connections.

3) Model for blocking computation for the DAD policy:
We now analyze the performance of the DAD SEC policy
described in Section II.B.3. The state transitions for connection
p are given in Table 2, and can be used to define the corre-
sponding d-dimensional Markov chain, compute the steady
state probabilities from the global balance equations, and the
blocking probabilities for the connections by Eq. (5). As with
the DHL policy, dependencies between the state of connection
p and that of all the other connections make the computation

of the exact state probabilities intractable for realistic problem
sizes. For this reason in the next subsection we present an
approximate model for estimating the blocking probability of
the DAD policy.

a) Approximate model for computing the blocking of the
DAD policy for large networks

To calculate the approximate blocking of the DAD policy
we follow an approach similar to that used in the approxima-
tion model D̃HL for the DHL policy. We focus on a particular
connection p and we find the probability that a new spectrum
slot request over p will be blocked under the DAD policy. For
the given connection p, we define a hypothetical (approximate)
system D̂AD in which the connection p follows the DAD pol-
icy while its upper and bottom spectrum adjacent connections
achieve a perfect symmetrical use of their spectrum. We denote
the (d-1)-dimensional state of the approximate system D̂AD
by n̂ = (n̂H

1 , n̂L1 , ..., n̂H
B(p,l), n̂L

B(p,l), n̂Hp , n̂L
p , n̂H

U(p,l), n̂LU(p,l), ...,

n̂H
d/2, n̂Ld/2). We make the following approximating assump-

tions for calculating the slot blocking probability of p:
Approximating Assumption B1: the same as the approximating
assumption A1 for connection p, that is, n̂p ∼ nH

p +nL
p so that

slot utilization of p can be expressed with a single variable.
Approximating Assumption B2: the variables nL

B(p,l) and
nH
B(p,l) are independent and each follows a birth-death model

with arrival rate λB(p,l)/2 and death rate μB(p,l)/2, and so do
nL
U(p,l) and nH

U(p,l), for all l ∈ p.
The justification for approximating assumption B2 is as

follows. Under light load, very few connections are blocked
in both the DAD and the D̂AD system, and the connections
expand their spectrum symmetrically towards their higher and
lower slots. Splitting the traffic of each connection and serving
alternately its slot requests with its higher and lower slots,
is well approximated at light load by having two birth-death
processes with arrival rates equal to half the total arrival rate
of the original process. Under heavy load, the majority of
the connections will be limited by both their upper and lower
spectrum-adjacent connections. If the spectrum allocation for
the connections in the network is balanced and connections
have symmetrical distance from their adjacent connections
they will utilize their spectrum symmetrically, which depends
on the RSA solution. So, for light and heavy load the upper
and bottom adjacent connections of p will utilize in a symmet-
rical way their higher and lower spectrum slots, which are the
parameters of interest in our approximation, and the proposed
approximation will give good results.

We let b and u be the number of different bottom and
upper spectrum-adjacent connections of p, respectively. Under
our approximation assumptions, the bottom adjacent con-
nections of p utilize their higher and lower spectrum slots
independently and these are expressed by a birth-death process
with corresponding parameters λ/2 and μ. The same holds
for the upper spectrum-adjacent connections. The proposed
approximation removes the interdependence among the con-
nections, since connection p is affected only by the higher
slot utilization of its b bottom and the lower slot utilization
of its u upper spectrum-adjacent connections, but these are
independent from all the other connections. Thus, only b+u+1
dimensions of n̂ play role in calculating the blocking of p in
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TABLE II
OUTOGING STATE TRANSITIONS FROM STATE n UNDER THE DAD POLICY

state n:
nH
p =

nL
p = 0,

and Eq. (2)
not met

nH
p =

nL
p > 0,

and Eq. (2)
not met

nH
p >

nL
p > 0,

Eq. (2) not
met, and Eq.

(3) met

nH
p =

nL
p = 0,

Eq. (2) met,
and Eq. (3)

not met

nH
p =

nL
p > 0,

Eq. (2) met,
and Eq. (3)

not met

nH
p >

nL
p > 0,

Eq. (2) met,
and Eq. (3)

not met

nH
p =

nL
p = 0,

Eq. (2) met,
and Eq. (3)

met

nH
p =

nL
p > 0,

Eq. (2) met,
and Eq. (3)

met

nH
p > nL

p ,
Eq. (2) met,
and Eq. (3)

met

Outgoing
transition from

state n with rate
λ to state

n+ eHp n+ eHp n+ eHp n+ eLp n+ eLp n+ eLp Blocked Blocked Blocked

Outgoing
transition from

state n with rate
(nH

p +nL
p ) · μp

to state

n− eLp n− eHp n− eLp n− eHp n− eLp n− eHp

the approximate D̂AD system. Following a similar analysis
with the one used previously for the D̃HL approximate system
(not presented here due to length limitations), the D̂AD system
consists of b + u + 1 independent queues, each described by
a birth-death Markov chain. So we can express its stationary
distribution in product form and obtain steady state probability
expressions for system D̂AD similar to Eq. (14)-(15). Then
we can calculate the corresponding state probabilities P̂ (n̂),
similar to Eq. (16), and use it to calculate the approximate
network blocking probability by Eq. (6).

4) Analytical blocking models complexity: The model of
the CSA policy involves the application of Erlang-B formula
for each connection, which takes little computational effort.
The hardest calculation in the approximation model of the
DHL policy for a connection is in the calculation of Q in
Eq. (15), the denominator of Eq. (14). If b is the number
of different bottom spectrum-adjacent connections of p, the
number of required calculations may increase as fast as expo-
nentially with b [16],[17]. Since b can be as high as the longest
path used in the network, for realistic transport networks
that are designed with mesh topologies and typically have
bounded hop paths this calculations can be done very fast,
as the running times reported in our experiments indicate. For
example, for random graphs of average connectivity degree
k the diameter of the network (longest distance between two
nodes) increases as logk|V| [21], and assuming that connec-
tions are routed over shortest paths, the calculation of the
blocking performance is polynomial to the number of network
nodes |V|. Even if we were able to obtain the exact model
for the DHL policy in product form, its calculation would
be exponential to the number of nodes |V| (since there is
interdependence among all connections), which would make it
infeasible even for medium-sized networks [16]. Similarly, for
the DAD policy the calculations involved in the approximated
model are exponential to b+u. The proposed approximations
result in product form expressions for the blocking probability
and also reduce the size of the system; this approach is similar
to the conditional decomposition technique used in [17].

IV. ROUTING AND SPECTRUM ALLOCATION

In the dynamic scenario with time-varying traffic considered
in this study, the connections expand/contract their utilized
spectrum so as to follow the traffic variations, in the way
determined by the SEC policy used. As explained earlier,
network performance does not only depend on the SEC policy,

but also on the Routing and Spectrum Allocation (RSA)
algorithm used. The role of the RSA under time-varying
traffic is to assign the routes and reference frequencies to the
connections within the available T slots so as to minimize the
average blocking of the network.

To solve the dynamic (time-varying) RSA problem we
transform it into a static RSA problem, solve the static
problem, apply the blocking models presented above to cal-
culate the network blocking under dynamic traffic of this
RSA solution, and iteratively search for solutions with better
blocking performance. The term static is used here to refer to
the problem that takes as input a traffic matrix with specific
number of required slots for the connections, as if the traffic
did not change dynamically with time.

Consider the case where we want to establish a set of new
time-varying connections (the case of a single connection is a
subcase). Previously established connections can be left with
the same starting frequencies or be reconfigured, according to
our policy. To formulate the related static problem, we initially
assume that the CSA policy is used. The blocking performance
of an RSA solution for the used SEC policy will always be
better or equal to that of the CSA policy, since the latter is the
simplest policy and does not permit the sharing of spectrum
slots among connections. We assume we are given a blocking
threshold B that is considered acceptable (e.g., B = 10−6). We
use Eq. (7) to calculate for each connection p in the network
the number Np of spectrum slots for which the CSA blocking
is acceptable, that is, PCSA

bl (p)(ρp, Np) < B. We use the
computed set of Np values for all connections, as the traffic
matrix in a static Routing and Spectrum Allocation (RSA)
algorithm to find a path and a reference frequency slot for
the connections. We denote by T ∗ = max

p
(Fp + Np) the

highest slot allocated to a connection by the static algorithm.
If the system can support T* subcarriers slots (T ∗ < T ), the
algorithm finishes and we have found an acceptable solution
with the CSA policy that does not require spectrum sharing
at all (any policy that enables sharing will exhibit better
performance). Note that finding a static RSA solution within
T slots is NP-hard, since it is the decision problem of the
corresponding minimization problem proven to be NP-hard
in [14]. In this study we use the heuristic algorithm based
on Simulated Annealing of [14] to obtain the static RSA
solutions. The values Np used as input to this static RSA
algorithm correspond to the minimum distance of the reference
frequency of connection p from its upper spectrum-adjacent
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Fig. 5. Block diagram of the proposed RSA algorithm to assign paths and
reference frequencies to a set of time-varying connection requests.

connections [NH
p in Eq. (4)]. If the RSA algorithm does not

find a solution within T slots, we iteratively increase the
acceptable blocking threshold B and use Eq. (7) to obtain
new values for the number Np of slots required by each p.
A solution is acceptable if it utilizes fewer than the T slots
supported by the system. After obtaining an acceptable static
RSA solution we take into account the specific SEC policy
used and apply the corresponding blocking model to calculate
the average blocking of that RSA solution. In particular, for
the CSA policy we use Eq. (7), for the DHL policy we use
the approximation of Eq. (16) and for the DAD policy the
corresponding equations. Then we apply Eq. (6) to obtain the
network blocking probability. However, we do not stop the
first time we find an acceptable solution within T slots, but
we search for different static RSA solutions with the same
numbers of required slots (using e.g. Simulated Annealing)
or keep decreasing the number of required slots until we
find, say, K solutions that are acceptable. We select from
the K solutions, the one with the lowest network blocking
probability. Fig. 5 presents the flow diagram of the proposed
RSA algorithm under time-varying traffic.

It is clear that the problem of finding the RSA solution
that minimizes network blocking is very complicated. In the
general case, the network blocking depends on the paths, the
reference frequencies and ordering of the connections in the
spectrum domain, on the SEC policy, and on the traffic param-
eters. The proposed algorithm solves the RSA problem under

time-varying traffic indirectly. It solves a related static problem
considering constant rate connections, or equivalently, the use
of the basic CSA policy that allocates a constant number
of slots to each connection, which is not accurate for any
dynamic sharing policy but gives a rough estimation (lower
bound) of the blocking. Then it applies the blocking model
developed for the particular SEC policy used to estimate the
performance under dynamic traffic and searches for lower
blocking solutions by iterating the above process.

V. PERFORMANCE RESULTS

In this section we present performance evaluation results for
serving traffic with time-varying rates in a spectrum-flexible
network under the proposed framework, for the SEC policies
presented in Section II.B and the RSA algorithm described
in Section IV. We also study the accuracy of the developed
analytical blocking models (Section III) by comparing them
against corresponding simulation results.

We performed experiments using a realistic topology based
on the 14-node generic Deutsche Telekom (DT) network
(Fig. 6). We assumed that communication is performed among
all source-destination pairs in the network. Spectrum slot
requests for each source-destination pair p are generated
according to a Poisson process of rate λp and their duration is
exponentially distributed with mean 1/μp = 1. The arrival rate
λp for the slot requests of each connection p is drawn from an
exponential distribution with mean λ. In these experiments we
assumed that we are given the traffic parameters for all source-
destination pairs and we establish the related connections at
start time. Thus, λ · |V| · (|V|− 1) is the total average network
load in Erlangs, where |V| is the number of network nodes.
We are also given the number T of spectrum slots supported
by the system, which remains fixed during the execution
of each experiment instance, and we measure the blocking
performance of the connections slot requests. The results do
not depend on the slot size C chosen, as the traffic requests
are also expressed in slots.

We graph the blocking performance of the CSA, the DHL,
and the DAD policies as calculated using the developed
analytical models (exact for the CSA policy, and approximate
for the DHL and DAD policies). For the same traffic scenarios,
we conducted full network simulation experiments and we also
graph the corresponding blocking probability returned by the
simulations for 107 slot requests. For comparison purposes,
we also present the blocking performance of a network that
does not follow the framework and SEC policies presented
here, but supports the full sharing of all spectrum slots among
the connections. This type of network can be viewed as a
typical WDM network with spectrum slots corresponding to
wavelengths, with the additional constraint of having to use
spectrum guardbands between spectrum-adjacent connections.
This reduces to a WDM network with T/(1+G) wavelengths.
We used the analytical models developed in [20] to compute
the blocking of such a WDM network under the fixed alternate
routing and random wavelength allocation policy, and we
also performed the related simulation experiments. We have
set G=1 slot, which corresponds to the minimum guardband
requirement; the performance of the WDM network for higher
values of G is expected to be worse.
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Fig. 6. The generic DT network topology, with 14 nodes and 23 undirected
links used in the performance experiments.

In Fig. 7a we graph the network blocking performance as
a function of the total load (in Erlangs) assuming T=250
spectrum slots are available in the network. We observe that
the proposed analytical models for calculating the blocking
probabilities of the CSA, DHL and DAD policies are in very
close agreement with the corresponding simulation results.
The blocking model for the CSA policy, which reduces to
the Erlang-B formula, does not involve any approximating
assumptions, and thus we expected to have such a good
accuracy. The simulation experiments show that the analytical
model developed for the DHL policy, using the approximating
assumptions A1 and A2 is very accurate. In the case of the
DAD policy, the approximate model slightly underestimates
the average blocking probability for heavy load, and slightly
overestimates it for light load. Under the DAD policy, connec-
tions tend to utilize their spectrum in a symmetric way, but
connections that are instantaneously loaded use more spectrum
and push their adjacent connections to utilize spectrum in
the opposite directions. At light load this does not increase
the blocking of the remaining connections. So, at light load,
a connection can access more spectrum with smaller effects
than if its adjacent connections utilized their spectrum sym-
metrically, and thus the approximate model calculates slightly
higher average blocking than the actual one. At heavy load,
connections frequently utilize more spectrum than they were
assigned by the RSA algorithm, and spectrum usage around
the central frequency becomes non-symmetric relatively often,
leading to less efficient utilization than the ideal case assumed
by the approximation model. However, under both the heavy
and the light load cases, the calculated performance is very
close to that obtained by the simulations, which indicates that

the approximation model is quite accurate.
The calculations of the average network blocking perfor-

mance (for all connections) for a given RSA solution for
the DHL policy took around 10 sec, and 30 sec for the
DAD policy, while the related simulations required around 15
minutes. Our simulation experiments verify that our approx-
imating analysis for the DHL and DAD policies are able to
calculate the connection and network blocking probabilities in
an accurate and quick manner.

The network blocking probability of the DAD and DHL
policies is lower than that obtained for the CSA policy by
more than one order of magnitude, in most cases. This is the
gain that we obtain by enabling spectrum slot sharing among
spectrum-adjacent connections, as done with these dynamic
policies. The DAD policy achieves better performance than
the DHL policy. In the DHL policy each connection utilizes
more heavily its higher spectrum slots, and the statistical
multiplexing gains are achieved by sharing the spectrum
mainly with its bottom adjacent connections. The DAD policy
is more symmetric and connections share spectrum more
efficiently with both their upper and bottom adjacent connec-
tions achieving higher multiplexing gains. For example, using
the approximation blocking models we can find that for a
connection it is more efficient to share the same amount of
spectrum under the DAD policy with an upper and a bottom
spectrum-adjacent connection that have half the arrival rates
than under the DHL policy with a single bottom adjacent
connection at full rate. The path length has both positive
and negative effects in the blocking performance. The longer
paths deteriorate the spectrum allocation process and result
in higher fragmentation of spectrum (similar to the effect
of the wavelength continuity constraint in WDM systems).
The dynamic spectrum sharing performed by the DHL and
DAD policies, resolves partly the defragmentation problem
and improves the performance of the system. However, the
longer the path becomes, the more connections compete for
the same (spectrum) resources, and after a point efficient
spectrum sharing becomes difficult. So the placement of
adjacent connections in the network (role of RSA algorithm)
becomes very important on networks with longer paths. The
performance of the WDM network and the corresponding
RWA algorithms utilizing T/2 wavelengths (remember that
G=1) is worse than the solutions that follow the proposed
framework. The used analytical model for calculating the
RWA blocking [20] is very accurate for high traffic loads,
but its accuracy deteriorates slightly for lower load values.

Fig. 7b presents the performance of the network as a
function of the number of spectrum slots T supported, as-
suming a total network load of 1000 Erlangs. We observe that
the proposed analytical models for calculating the blocking
performance of the CSA, DHL and DAD policies are quite
accurate. Again we observe that the performance of the DHL
and DAD policies is superior to that of CSA, which shows that
important performance gains can be obtained though spectrum
sharing among connections.

VI. CONCLUSION AND FUTURE DIRECTIONS

We considered the problem of serving dynamic traffic
in a spectrum-flexible optical network, where the spectrum
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Fig. 7. Average blocking probability for the DT network as a function of (a)
the total load, assuming T=250 slots, and (b) the number of spectrum slots
T, assuming 1000 Erlangs total load.

allocated to a connection varies so as to follow the time-
varying required transmission rate. We presented a general
framework for serving dynamic traffic in such a network that
assigns to each connection a route and a reference frequency.
The connection is allowed to expand and contract the spectrum
that it utilizes around this reference frequency. We proposed
three spectrum expansion/contraction policies, the CSA policy,
which exclusively allocates a number of slots to a connection,
and the DHL and DAD policies, which enable the dynamic
sharing of spectrum slots among spectrum-adjacent connec-
tions. We analyzed the network blocking performance under
the proposed framework, obtaining exact formulas for the CSA
policy and accurate analytical approximations for the DHL and
DAD policies. We presented a simple iterative RSA algorithm
and applied the proposed analytical models to calculate the
dynamic network blocking performance. Our performance
results showed that the proposed analytical models are in
close agreement with corresponding simulation results. Our
proposed framework for serving time-varying traffic enables
the dynamic spectrum sharing and is shown to achieve sig-
nificant statistical multiplexing gains, reducing the blocking
probability and increasing the efficiency of the system. The
DAD policy achieved the best blocking performance since it
enables better sharing of spectrum and higher efficiency.

Future directions include the development of more sophis-
ticated SEC policies that take into account the correlations
among the connections’ traffic variations (provided they are
known), RSA algorithms that will directly incorporate the
policy blocking models in their formulation, and also methods
to reroute connections and defragment the spectrum so as

to further improve the performance of the spectrum-flexible
network under dynamic traffic.
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