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Abstract—In this paper we propose a novel configuration for the implementation of an almost all-optical switch architecture, called the “Scheduling Switch”, which when combined with appropriate wait-for-reservation or tell-and-go connection and flow control protocols provides lossless communication for traffic that satisfies certain smoothness properties. An all-optical 2x2 exchange/bypass switch based on the nonlinear operation of a Semiconductor Optical Amplifier (SOA) is considered as the basic building block of the Scheduling Switch as opposed to active, SOA-based space switches that use injection current to switch between 'ON' and 'OFF' states. The experimental demonstration of the optically addressable 2x2 Exchange/Bypass, which is summarized for 10 Gbps data packets as well as SDH/STM-64 data frames, ensures the feasibility of the proposed configuration at high speeds, with low switching energy and low losses during the scheduling process. Additionally, it provides reduction of the number of required components for the construction of the Switching Fabric, which is calculated to be 50% in the number of active elements and 33% in the fiber length.
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I. INTRODUCTION

In the quest towards high capacity data networks, all optical packet switching is set to provide a path for the deployment of more efficient transport networks, offering a variety of optical services in an affordable way [1]-[3]. For optical packet switching, the optical layer must be transformed from a static transmission medium to a dynamically reconfigurable facility. This should possess the ability of changing the connectivity between nodes during the time scale of a packet and possibly to allow for some limited bit-level processing [4]-[6]. To this end, Semiconductor Optical Amplifier (SOA) based switch modules have been demonstrated at data rates up to 100 Gbps, operating with low switching energies (<100 fJ) and having the potential to be integrated in single chips [7]. Thus, the optical-to-electronic (O/E) and electronic-to-optical (E/O) conversion of the data signal at intermediate switches can be eliminated. However, O/E conversion is still required for header processing and consequently for the control of the switch fabric [8]. To efficiently perform packet switching in the so called (almost) all-optical packet switches [9], where the data remains in the optical domain and the header is processed electronically, the architecture of the switch should provide lossless communication, efficient capacity utilization, packet arrival in the correct order and design modularity. The Scheduling Switch architecture, which was first proposed in [9], meets the aforementioned requirements when combined with appropriate connection and flow control protocols. It is the purpose of this paper to show that the Scheduling Switch can be implemented with the experimentally demonstrated, SOA-based 2x2 exchange/bypass switch [11], offering the advantages of all-optical operation, high speed (given the potential of operation of the switch at 40 Gbps [12]), low energy consumption, as well as major reduction in the number of active and passive optical components required for the construction of the switching fabric.

The remainder of the paper is organized as follows. In Section II, we revise the principle of operation of the Scheduling Switch architecture. A typical and the proposed configuration for the realization of the Scheduling Switch is described in Section III, while in Section IV the experimental implementation of the 2x2 optically addressable exchange/bypass switch is summarized. Finally, in Section V we analyze, component-wise, the cost for the construction of the Scheduling Switch using both the initial and the proposed configuration.

II. THE SCHEDULING SWITCH

The Scheduling Switch is designed to provide lossless communication for sessions that have certain smoothness properties or can be transformed to sessions with such properties, tolerating the corresponding delay. The time axis on a link is divided into frames of length equal to T slots, where we assume that all packets have the same length and require one slot for transmission. A session is said to have the (n, T)-burstiness property [9], [13] at a node if at most n packets of the session arrive at that node during a frame of...
size \( T \). A session can easily be made to have the \((n, T)\) – burstiness property at a source, and the property is automatically preserved throughout a network consisting of scheduling switches, since such switches maintain frame integrity.

We let \( n_{ij} \) be the number of packets that arrive during a frame over incoming link \( i \) and have to be transmitted on link \( j \), and \( N \) the number of incoming (and outgoing) links of a node. If the connection and flow control protocols used guarantee that the number of packets which require the same outgoing link \( j \) in a frame is less than or equal to the frame size \( T \), i.e.,

\[
\sum_{i=1}^{N} n_{ij} \leq T
\]  

then all of the incoming packets can be assigned slots in the required outgoing links so that no packets will have to be dropped. Both wait-for-reservation and tell-and-go protocols can be used to ensure that this property is met, as described in [14]-[16].

The scheduling switch consists of a Scheduler with \( N \) input and \( N \) output ports, and a \( N \times N \) non-blocking space switch, as shown in fig. 1. The purpose of the Scheduler is to rearrange the incoming packets, so that packets appearing during the same slot at its output request different outgoing links of the space switch. If this procedure is done successfully, there will be no collisions at any of the space switch output ports.

The function of the Scheduler can be described through a frame arrival matrix \((N)\), defined as the \( N \times N \) matrix, whose \((i, j)\) component is equal to the number of packets that arrive during a given frame \( F(i) \) of the incoming link \( i \) and require the same frame \( F(j) \) of outgoing link \( j \). By defining the permutation matrix as an \( N \times N \) matrix with the property that each line has at most one non-zero element, indeed equal to '1', the frame matrix can be written as the sum of at most \( T \) permutation matrices \( P_s \), \( s=1,2,...,T \), when condition (1) is satisfied. The matrix \( P_s \) can be used to determine the packet (if any) that will appear during slot \( s \) at each of the output ports of the scheduler. In particular, if the \((i, j)\) element of this matrix is equal to '1', then a packet arriving over link \( i \) and departing over link \( j \) is assigned to outgoing slot \( s \) of the scheduler.

The Scheduler comprises of \( N \) parallel branches, one for each input, where each branch delays the packets arriving on an incoming link until their assigned slots on their desired outgoing links. This is equivalent to a time-slot interchanger and is implemented using \((2\log_2 T - 1)\) three-state delay blocks (fig. 1), where we have assumed \( T \) is a power of 2. The \( i \)th block [in fig. 1, we illustrate the details for block \( i = (m-1) \)] consists of a three-state switch and three fiber delay paths, corresponding to delays equal to 0, \( 2^i \) and \( 2^{i+1} \) packet slots. To ensure that the packets in the incoming frame can be assigned to any slot in the outgoing frame, the outgoing frame must start at least \((3T)/2-2\) after the incoming frame begins [10].

Using the approach of [17], each branch of delay blocks can be expanded into a corresponding graph, using a space-time representation, as shown in fig. 2 for \( T = 4 \) and accordingly for \((2\log_4-4-1) = 3\) delay blocks. By using the above concept, the problem of scheduling packets through a branch of delay blocks to avoid collisions, becomes a problem of routing every packet of the incoming frame through the space-time graph to the appropriate slot of the outgoing frame, where node-disjoint paths in the graph correspond to collision-free transmission through the delay blocks of the Scheduler. In fig. 2 the incoming frame corresponds to time slots 0–3, while the outgoing frame corresponds to time slots 4-7. Each line, either solid or dashed, represents a feasible state transition in the time-space domain; movement along a horizontal line between nodes corresponds to passing through a delay block without being delayed, while movement along a cross line between nodes corresponds to passing through a delay block and being delayed. Packet collisions can be avoided within a branch of delay blocks if the paths followed by the packets are node disjoint. Among the feasible state transitions in the space-time representation of fig. 2, we observe a Beneš structure (solid lines), which is known to be rearrangeably non-blocking [18]. This means that it is possible to schedule the packets in a collision-free manner through a branch of delay blocks using only the transitions corresponding to the solid lines in the space-time graph. As mentioned earlier, for
the Beneš structure to stand, the outgoing frame must start (3T)/2-2 packet slots after the incoming frame begins [10].

III. TYPICAL AND ALTERNATIVE CONFIGURATION OF THE SCHEDULING SWITCH ARCHITECTURE

We propose a novel configuration for the implementation of the aforementioned “scheduling switch” architecture that is based on the use of an experimentally demonstrated, all-optical 2x2 exchange/bypass (E/B) switch as the basic building block. The 2x2 switch, which is described in detail in Section VI, ensures the feasibility of the proposed configuration at high speeds, with low switching energy and low losses during the scheduling process. Additionally, it provides 50% reduction in the required active elements (SOAs) components and 33% in the fiber length, if compared to a typical SOA-based implementation. From now on, we will refer to the proposed configuration as the “E/B implementation”, while to the typical configuration as the “SOA-based implementation”.

A. Typical implementation of the scheduling switch

One of the most common techniques applied for optical switching is the use of SOAs as active space switches [19]-[22]. Current injection into semiconductor pn-junctions generates free carriers, and this carrier modulation varies the loss and/or gain characteristics. Employing these characteristics, switchable semiconductor optical amplifiers (SOAs) can be realized and many different configurations for different applications have already been demonstrated [23]. The modulation speed that has been achieved with this method is in the order of 1 ns.

A typical implementation of the $i^{th}$ block of the Scheduler using the aforementioned technique is shown in fig. 3. Each of the three SOAs can be operated in “transparent” (‘ON’) or in "block" (‘OFF’) mode, allowing or preventing respectively the corresponding signal to pass through. In this way, the incoming packet may experience zero delay, delay equal to $2^i$ packet slots or delay equal to $2^{i+1}$ packet slots, depending on which of the three SOAs is 'ON'. In every packet slot, only one of the three SOAs is 'ON' during the slot, while the other two are 'OFF', depending on the delay that is required to be inserted.

Following a similar rationale, the $N \times N$ space switch can be implemented using $N^2$ SOAs, as shown in fig. 4. A fully connected shuffle network between input and output ports is realized using adequate power splitters and combiners. Each connecting path can be switched 'ON' or 'OFF' using the corresponding SOA. In particular, only one of these SOAs shall be 'ON' during a slot, depending on the desirable outgoing link, while the rest ($N-1$) shall be 'OFF'. Such a switching matrix generates splitting losses that may be important for large switching arrays. To compensate for the losses, additional booster amplifiers can be included with the drawback of noise accumulation. The configuration shown in fig. 4 forms a strictly nonblocking space switch with broadcast capabilities.

B. Alternative implementation of the scheduling switch

In this sub-section we describe the proposed E/B implementation for the Scheduler and the $N \times N$ space switch that follows it, using appropriate number of 2x2 exchange/bypass switches. A 2x2 switch has two operating states: the ‘BAR’ state, where the two input signals pass through unaffected to the corresponding output ports and ‘CROSS’, where the two input signals are interchanged at the output ports.

A 2x2 switch has two operating states: the ‘BAR’ state, where the two input signals pass through unaffected to the corresponding output ports and ‘CROSS’, where the two input signals are interchanged at the output ports.
the Scheduler, the configuration of fig. 5 (a) with the configuration of fig. 5 (b), without affecting the essential functionality and properties of the scheduling switch, except for some additional fixed delay that is introduced. The new implementation has several performance and cost advantages over the previous implementation, as will be shown later on.

In the SOA-based implementation, collisions may occur at the output of stage $i$ of the Scheduler only between packets that arrive at its input abstaining $2^{i-1}$ time slots. We consider two such packets, and we assume without loss of generality that they appear in time slots $0$ and $2^{i-1}$. In Fig. 6 we show the time space location of two such packets at the inputs of the $i^{th}$ stage for branches A and B of the Scheduler, and the possible time space locations of the two packets at the outputs of stage $i$. Packets that arrive at the input of the $i^{th}$ stage but do not abstain $2^{i-1}$ slots, have no possibility of colliding at the outputs of the $i^{th}$ stage and do not need to be considered.

In Fig. 7 we give the space-time representation of the $i^{th}$ stage of the E/B implementation of the scheduler architecture for packets abstaining $2^{i-1}$ slots. The lines (dashed and solid) represent all the feasible state transitions in the time-space domain. The solid lines correspond to delay-block states that may be used.

Fig. 6: Time-space representation of the $i^{th}$ stage of two branches A and B of the SOA-based implementation of the scheduler. We only illustrate time-space locations of packets (nodes) that are $2^{i-1}$ slots apart from each other, because they are the only ones that could generate collisions at the outputs of stage $i$. The solid lines correspond to delay-block states that may be used.

Fig. 7: Space-time representation for the $i^{th}$ stage of the E/B implementation of the scheduler architecture for packets abstaining $2^{i-1}$ slots. The lines (dashed and solid) represent all the feasible state transitions in the time-space domain. The solid lines correspond to delay-block states that may be used.
implementation, results in the imposition of an extra total delay to the outgoing frame, in relation to the incoming frame. This fixed additional delay does not play any role in the switch ability to schedule packets in a collision-free way and is calculated later on in this Section [Eq. 2].

In order to make the principle of operation of the E/B implementation and the role of the 2x2 switches more clear, we mention the following example, referring to fig. 7; the first packet in branch A (which is initially placed in slot '0') can: (a) experience zero delay (with the first exchange/bypass switch operating in "BAR" state) and remain in slot '0' (in particular in 'A0', since it is placed in the upper line of the delay block) or (b) experience delay equal to 2\(^{i-1}\) time slots (if the first exchange/bypass switch operates in "CROSS" state) and be carried to slot '2\(^{i-1}\)' (in particular in 'B2\(^{i-1}\)', since it is now placed in the lower line of the delay block). At the same time, the first packet in branch B (initially placed in slot '0') will: in case (a) experience delay equal to 2\(^{i-1}\) time slots and be carried to slot 'B2\(^{i-1}\)' or, in case (b), experience zero delay and remain in slot '0' but in the upper branch (slot 'A0').

In fig. 7 we have limited the transitions between nodes to a subset of transitions: the solid lines correspond to delay-block states that may be used, while the dashed lines correspond to delay-block states that will not be used. The resulting structure of solid lines in the space-time representation does not follow a known structure (e.g. in fig. 2 a Beneš structure was formed) and it is not thereby profound that packets can be routed in a known structure (e.g. in fig. 2 a Beneš structure was formed) of solid lines in the space-time representation. The resulting structure of solid lines in the space-time representation does not follow a known structure (e.g. in fig. 2 a Beneš structure was formed) and it is not thereby profound that packets can be routed in a known structure (e.g. in fig. 2 a Beneš structure was formed) of solid lines in the space-time representation (graph shown in fig. 8(a)). If we substitute the paths with properly connected 2x2 elementary switches, a Beneš switch is formed, as the one shown in fig. 8(b). Since the Beneš graph is rearrangeably non-blocking, every input can be routed to any output using a node-disjoint path. This means that the input packets at branches A and B may come out at any desired slot in a collision-free manner by using the proposed architecture.

By expanding this conclusion, we can claim that when we can find collision free paths to reschedule the packets in any way allowed by the original architecture in fig 5(a), then we can always find collision free paths to reschedule the packets in the same way using the proposed architecture, shown in fig. 5(b). The only difference is that packets that enter in slots 0 and 2\(^{i-1}\), instead of appearing in slots 2\(^{i-1}\) and 2\(^i\), appear in slots 2\(^i\) and 3\(2\(^{i-1}\)). This means that by using the new architecture, an extra time delay is inserted. In order to calculate the minimum number of packet slots that the incoming and the outgoing frame must attain when using the E/B implementation, we calculate the number of packet slots between the first packet of the incoming frame (slot '0') and the first packet of the outgoing frame. This number corresponds to the delay of 2\(^i\) packets slots through each one of the i blocks, where i = 1, 2, ..., \(\log_2 T\), \(\log_2 T\)-1, \(\log_2 T\)-2, 1. By summing all these delays, we get:

\[
L_{\text{branch}} = 2 \cdot \sum_{i=1}^{\log_2 T-1} 2^i + T = 2^{\log_2 T-1} - 4 + T = 3T - 4
\]  

This means that the outgoing frame must start at least 3T - 4 packet slots after the incoming frame begins. Consequently, we need double the time in order to re-arrange the packets in the proposed scheme (in the original architecture, this number was \(3T/2 - 2\)).

It is easy to show that all the other packets of the two frames (entering in branches A and B) can be rearranged in a collision-free manner as well, since in each stage of fig. 7, two standard time slots are used for the two packets of each frame that abstain 2\(^{i-1}\). This observation ensures that no internal collisions occur inside the scheduler.

One more remark concerning fig. 7, is the role of the fourth exchange/bypass switch (1\(^{st}\) 2x2 switch of the \((i+1)\)th stage of the scheduler). At the input of this switch all the packets have been assigned to the desired time slot but it is possible to be in the wrong line of the delay block (branch A or B). For example, a packet from frame A may be in the lower line, assigned however to the right time slot. The line that a packet is (upper or lower) does not have any meaning, since it can be corrected from the exchange/bypass switch of the next stage. Yet, at the output of the scheduler, an extra exchange/bypass switch is obligatory in order to assign all the packets from frame A to frame A and all the packets from frame B to frame B. This can be done in such a way that frame A occurs in the upper line at the input of the space switch and frame B at the lower or vice-versa, accomplishing this way elementary switching. The last observation has impact in the design of the NxN space switch too, as will be shown later on.

Consequently, each stage i of the SOA-based implementation (two branches) can be emulated by the E/B implementation, at the cost of a fixed extra delay that is inserted between the incoming and the outgoing frame. If all the stages of the SOA-based implementation are replaced by the E/B implementation, then the whole scheduler is emulated, except that packets in the input frame are routed to a frame that starts (2T-4) packet slots after the end of the input frame, instead of (T/2-2) when using the original configuration.
By using the 2x2 exchange/bypass switch it is possible to simplify the space switch as well, and implement it not with a SOA-based, crossbar configuration (see fig. 4), but with a different one that must be at least rearrangeably non-blocking (e.g. Beneš). Fig. 9 shows a 4x4 rearrangeably non-blocking Beneš structure for the space switch. The corresponding crossbar switch according to the SOA-based implementation would use \( N^2 \) = 16 active elements, while this one uses only 6. It is known that for any \( N \), a rearrangeably non-blocking \( NxN \) Beneš structure consists of three stages and requires \( (N/2)^2 \) 2x2 switches at its input, \( (N/2) \) 2x2 switches at its output and 2 \( (N/2) \times (N/2) \) Beneš switches at its middle stage. The 2x2 exchange/bypass switches at the output of the scheduler branches (i.e. before the input ports of the space switch) can be used as the first stage of the Beneš configuration, reducing thus the required switches in the space switch.

IV. EXPERIMENTAL DEMONSTRATION OF THE 2X2 ALL-OPTICAL EXCHANGE-BYPASS SWITCH

For the operation of the optically addressable 2x2 exchange/bypass switch three optical signals are needed, two data signals and one control signal, as shown in fig. 10. Data signals enter the switch from the input ports 1 and 2. If there is no control signal the switch is in the ‘BAR’ state and both data signals pass straight through to the output ports 1 and 2. If the control signal is present the switch is in the ‘CROSS’ state and the two data streams are interchanged at its output. The length of the bit sequence that is interchanged through the switch is determined by the length of the control signal and may be arbitrarily long or short depending on the length of the incoming packet.

The 2x2 exchange/bypass switch is constructed with an Ultrafast Nonlinear Interferometer-UNI based optical gate [24] properly configured to provide two input, two output and one control port, as shown in fig. 11. Data signals 1 and 2 enter through the input ports A and B, while the control signal through port CON. If there is no control signal then data signal 1 exits through port X, while data signal 2 exits through port Y. In the presence of a control pulse, the phase of the two synchronized, counter-propagating polarization components is changed simultaneously, so that when the components of each data signal recombine at the corresponding Polarization Beam Splitter (PBS), their polarization states are rotated by 90°. In this way, data signal 1 exits through port Y, while data signal 2 through port X. In our implementation the nonlinear element in the UNI gate was a 1.5 mm bulk InGaAsP/InP ridge waveguide SOA with small signal gain of 30 dB at 1560 nm with 700 mA drive current.

Initially, the performance of the switch was investigated at the data packet level. Specifically, the data signals were PRBS and PRBS packets, while the control signal consisted of packets containing 10 GHz clock pulses at a different wavelength than the data. Fig. 12 shows the two output ports of the switch monitored simultaneously on a sampling oscilloscope. Specifically, fig. 12 (a) shows the input data signals 1 and 2 into the switch, fig. 12 (b) and (c) the corresponding output signals for the ‘BAR’ and the ‘CROSS’ state respectively and fig. 12 (d) shows the control signal. In the ‘BAR’ state, the data packets from signals 1 and 2 cross the switch unchanged. While the optical control signal is present, the switch is in the ‘CROSS’ state and the packets are interchanged in the output ports. The crosstalk of the switch in the BAR and in the CROSS state was –12 dB and –10 dB respectively. In the presence of the control signal there was also a 1 dB drop in the switched signals due to additional SOA gain saturation, that may be mitigated using a gain transparent arrangement [25].

It is important to note that if this exchange-bypass unit is used for optical packet switching, it relaxes the requirement for guardbands between the packets, since the switch changes state within the bit period. In avoiding guardbands, the improvement in throughput becomes more pronounced as the packet length decreases.

The error performance of the switch was evaluated in static configuration with input data of SDH/STM 64 format. In particular, both data signals were generated with the SDH/STM-64 Network Analyzer by Acterna, which produced SDH packets containing a 2\(^{31}\).1 maximal length PRBS at 9.95328 Gb/s. The control signal was a continuous clock at the same rate and at a different wavelength. The data input
streams were decorrelated in the switch by using different optical delays between them, while the control stream could be turned on or off to assess the switch states. The error rate was statistically calculated from the network analyzer by checking appropriate control bits at each SDH/STM-64 packet and was less than $10^{-11}$ for both data signals in both switch states.

V. COST ANALYSIS

A basic cost analysis, concerning the SOA-based and the E/B implementation of the scheduler and the space switch, is presented in this section. As measures of cost we will compare the total number of elementary components and the insertion losses of the original and of the proposed architecture.

The SOA-based scheduling switch architecture is composed of a scheduler and a $NxN$ space switch. The scheduler has $N$ parallel branches, one for each input port of the space switch. Consequently, for the whole scheduler,

$$K_{\text{Sched}} = 3N(2\log_2 T - 1)$$

active elements (SOAs) are required, as well as $[2\cdot N - (2\log_2 T - 1)]$ 3:1 couplers. In addition, for each delay block (the $i^{th}$), we need length of fiber that inserts $(2^i + 2^{i+1})$ packet slots delay. Accordingly, for every branch of the scheduler we need

$$L_{\text{branch}} = 2\cdot \sum_{i=0}^{\log_2 T - 2} (2^i + 2^{i+1}) + (T/2 + T)$$

(3)

total length of fiber, measured in packet slots. The summation term in the above equation corresponds to all the symmetrical branches of the scheduler and a $N$-branch scheduler.

Concerning the $NxN$ space switch in the SOA-based implementation (see fig. 5), the number of active elements (SOAs) required is:

$$K_{\text{SOA}}^{N\times N} = N^2$$

(5)

In the E/B implementation, the number of active elements in the scheduler is calculated as following: The scheduler has $(N/2)$ 2-port-branches, each consisting of $(2\log_2 T - 1)$ blocks, while each block has 3 exchange/bypass switches. Consequently, $[3\cdot (N/2) - (2\log_2 T - 1)] = [3N - (3\log_2 T - 2)]$ active elements (SOAs) are required for the scheduler. At the output of the scheduler (and at the input of the space switch), another $(N/2)$ exchange/bypass switches are needed and these will be subtracted from the active elements that the space switch needs. Consequently, the number of the active elements for the scheduler is:

$$K_{\text{Sched}}^{\text{E/B}} = 3N(\log_2 T - 1/2) + N/2 = 3N(\log_2 T - 1/3)$$

(6)

The total length of fiber used in the delay stages of this case is calculated by following the same rationale as in the SOA-based implementation and is given by:

$$L = (N/2) \cdot \left[ 2 \cdot \sum_{i=0}^{\log_2 T - 2} (2^i + 2^{i+1}) + (T/2 + T/2) \right] =$$

$$= N \cdot \sum_{i=0}^{\log_2 T - 2} (2^{i+2}) + N \cdot T = 4 \cdot N \cdot (T/2 - 1) + N \cdot T =$$

$$= 3 \cdot N \cdot T - 4 \cdot N$$

(7)

Concerning the $NxN$ space switch, it is known that in general, a rearrangeably non-blocking $NxN$ Beneš structure requires $S_N = N \cdot \log_2 N - N/2$ (8) 2x2 switches, $N$ being a power of 2. In our case, this number is further reduced by $N/2$ because of the respective extra number of exchange/bypass switches that the scheduler uses at its output. Consequently, the number that the $NxN$ space switch uses in the rearrangeably non-blocking Beneš structure is

$$K_{\text{SOA}}^{N\times N} = N \cdot (\log_2 N - 1)$$

(9)

Table I summarizes the above cost analysis for the original and the alternative switch architecture, in terms of elementary components cost.

<table>
<thead>
<tr>
<th></th>
<th>Components</th>
<th>SOA-based implementation</th>
<th>E/B implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-branch Scheduler</td>
<td>Delay blocks</td>
<td>2N log_2 T − N</td>
<td>3N log_2 T − 3N/2</td>
</tr>
<tr>
<td></td>
<td>Fiber length</td>
<td>9N T/2 − 6N</td>
<td>3N T − 4N</td>
</tr>
<tr>
<td></td>
<td>Active Elements (SOAs)</td>
<td>3N(2log_2 T - 1)</td>
<td>3N(log_2 T - 1/3)</td>
</tr>
<tr>
<td></td>
<td>3:1 couplers</td>
<td>2N(2log_2 T - 1)</td>
<td>−</td>
</tr>
<tr>
<td>NxN Space Switch</td>
<td>Active Elements (SOAs)</td>
<td>$N^2$</td>
<td>$N \cdot (\log_2 N - 1)$</td>
</tr>
</tbody>
</table>

Concerning the scheduler, the proposed technique consists of more delay blocks, since two blocks of the original scheduler equals three serially connected exchange/bypass switches. However, the total length of fiber used in the alternative technique is 33% less, while the number of the active elements (SOAs) as well as the corresponding electronic circuitry is reduced by almost 50%. In addition no 3:1 couplers are required, limiting thus the circuit losses. As far as the space switch concerns, the active elements used in the proposed rearrangeably non-blocking Beneš architecture are reduced by $(\log_2 N - 1)/N$. Since the 2x2 exchange/bypass switch exhibits 4 dB gain, these switches perform very well when cascaded, dispensing the need of amplification between them. This does not occur in the SOA-based configuration, since the use of two 3:1 splitters in each stage of the scheduler.
leads to a minimum of 9.5 dB losses per stage. Finally, the switching energy for the demonstrated 2x2 switch is in the order of fJ/pulse, orders of magnitude lower than the power that the switchable SOAs demand.

VI. CONCLUSIONS

We have proposed a novel configuration for the implementation of an almost all-optical switch architecture, called the “scheduling switch” architecture by using an experimentally demonstrated, all-optical 2x2 exchange/bypass switch as the basic building block, as opposed to active SOA-based space switches that use injection current to switch as the basic building block, as opposed to active SOA-based space switches that use injection current to switch between 'ON' and 'OFF' states. The 2x2 switch ensures the feasibility of the proposed configuration at high speeds, with low switching energy and low losses during the scheduling process. Additionally, it provides 50% reduction in the required active elements (SOAs) components and 33% in the fiber length.
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