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#### Abstract

In this paper, we introduce super Cayley graphs, a class of communication-efficient networks for parallel processing. We show that super Cayley graphs can embed trees, meshes, hypercubes, as well as star, bubble-sort graphs, and transposition networks with constant dilation. We also show that algorithms developed for star graphs can be emulated on suitably constructed super Cayley graphs with asymptotically optimal slowdown, under several communication models. Basic communication tasks, such as the multinode broadcast (MNB) and the total exchange (TE), can be executed in suitably constructed super Cayley graphs in asymptotically optimal time. Moreover, no interconnection network with similar node degree can perform these communication tasks in time that is better by more than a constant factor than that required in suitably constructed super Cayley graphs.


## 1 Introduction

In [2], Akers and Krishnamurthy develop a group-theoretic model, called the Cayley graph model, for designing, analyzing, and improving symmetric interconnection networks. They showed that Cayley graphs are vertex-symmetric and that most vertex-symmetric graphs can be represented as Cayley graphs; it was also shown that every vertex-symmetric graph can be represented as a Cayley coset graph. Both the Cayley graph model and the Cayley coset graph model have been used to derived a wide variety of interesting networks for parallel processing and have since received considerable attention [2,3,6,7,9].

In this paper, we introduce a mathematical game called the ball-arrangement game ( $B A G$ ) and apply it to the design of communication-efficient interconnection networks. Each Cayley graph corresponds to a ball-arrangement game where different balls have different numbers. In [20,24], we derived an analogous result showing that every graph corresponds to a certain ball-arrangement game. We have also used the underlying idea of the ball-arrangement game to derive a variety of efficient networks [18,19,20,23,25], such as super Cayley graphs [22] and super-IP graphs [24], that have their respective advantages.

In $[20,22,24]$ and this paper, we show that numerous networks can be formulated by simple ball-arrangement games and that algorithms for networks
derived from a similar set of movements can usually be developed in a unified manner. In this paper, we derive efficient embeddings and communication algorithms for ten classes of super Cayley graphs, including macro-star (MS) networks, rotation-star (RS) networks, complete-rotation-star (CompleteRS) networks, macro-rotator (MR) networks, rotation-rotator (RR) networks, complete-rotation-rotator (Complete-RR) networks, insertion-selection (IS) networks, macro-insertion-selection (MIS) networks, rotation-insertion-selection (RIS) networks, and complete-rotation-insertion-selection (Complete-RIS) networks. These super Cayley graphs have various desirable properties, such as optimal diameters (given their node degree) and small node degrees. We show that algorithms for many of these super Cayley graphs can be developed in a unified manner. We derive constant-dilation embeddings of a variety of important topologies, such as trees, meshes, hypercubes, star graphs, bubble-sort graphs [2], and transition networks [12,13], for some of these super Cayley graphs. We also show that a macro-star, macro-IS, complete-rotation-star, or complete-rotationIS network can embed a star graph of the same size with constant dilation and asymptotically optimal congestion, and emulate the star graph with asymptotically optimal slowdown under several communication models. As a consequence, we obtain through embeddings and emulation many efficient algorithms for super Cayley graphs under several communication models, thus indicating its versatility. In particular, we derive asymptotically optimal algorithms to execute basic communication tasks, such as multinode broadcast (MNB) and total exchange (TE) $[4,10,17]$. We also show that the MNB and the TE tasks cannot be performed in an interconnection network of similar node degree in time that is asymptotically better by more than a constant factor than the time required in balanced macro-star, macro-IS, complete-rotation-star, and complete-rotationIS networks. The traffic on all the links of suitably constructed super Cayley graphs is uniform within a constant factor for all algorithms considered in this paper.

The remainder of this paper is organized as follows. In Section 2 we present the ball-arrangement game and several classes of super Cayley graphs. In Section 3, we present efficient algorithms for emulating star graph algorithms under the single-dimension communication model. In Section 4, we present efficient algorithms for emulating star graph algorithms under the all-port communication model, and obtain optimal algorithms to execute certain prototype communication tasks in super Cayley graphs. In Section 5 , we present $O(1)$-dilation embeddings of several important topologies in super Cayley graphs. Finally, in Section 6 we conclude the paper.

## 2 The Ball-Arrangement Game and Super Cayley Graphs

In this section, we introduce the ball-arrangement game (BAG) with boxes and distinct balls.

Ball-Arrangement Game with l Boxes and nl +1 Balls:

We are given $l$ boxes and $k=n l+1$ balls, one of which has color 0 and $n$ of which has color $i$ for all $i=1,2, \ldots, l$. These boxes do not have color (at the beginning). Initially, $k-1$ of the balls are mixed together in the $l$ boxes, so that each box contains $n$ balls (of different colors, in general), and one ball is left outside the boxes. The goal of the game is to rearrange the balls and the boxes so that balls with the same color ends up in the same box, with proper order. Also, these boxes should be sorted so that the balls of color $i, i \in\{1,2, \ldots, l\}$, appears in the $i^{\text {th }}$ box from the left. At each step the player can take one of the following two types of actions: (1) rearrange the order of the leftmost $n+1$ balls (i.e., the outside ball and the balls in the leftmost box), or (2) rearrange the order of boxes.

In what follows, we relate the ball-arrangement game to network topologies and (unicast) routing in them. For a ball-arrangement game with $k$ balls, there are $k$ ! distinct configurations (i.e., states), each of which can be visualized as a node of a network. Given a set of actions for moving the boxes and balls, we can visualize a movement between two configurations as a link connecting those two corresponding nodes. That is, the network can be obtained by drawing the state transition graph for the ball-arrangement game.

In other words, if $d$ possible actions are allowed in a ball-arrangement game, then each node in the derived network has $d$ outgoing links connecting it to $d$ other nodes in the network. Sending a packet from node $X^{(0)}$ to node $X^{(1)}$ through link $i$ corresponds to moving the boxes or balls according to action $i$ so that the configuration is changed from $X^{(0)}$ to $X^{(1)}$. Therefore, we can relate routing in the network to sorting boxes and balls in the corresponding game, where the source and destination nodes corresponds to the initial and final configurations, the routing path consists of the links corresponding to the actions taken to solve the game, and the diameter is the maximum number of steps required to solve the game for any initial and final configurations.

### 2.1 Super Cayley Graphs

In this subsection we present the definition of super Cayley graphs, which are derived from the ball-arrangement game.

Each node of a super Cayley graph is represented as a permutation of $k$ distinct symbols, where $k$ is the number of balls in the ball-arrangement game it is derived from. We define the $i^{\text {th }}$ super-symbol of node label $U$ as the $n$ long sequence of symbols at positions $(i-1) n+2,(i-1) n+3, \ldots, i n+1$ in the permutation label of node $U$. On the set of all possible permutations of $k$ symbols, we introduce two classes of operators:

- nucleus generators: permute the leftmost $n+1$ symbols (i.e., the leftmost symbol and super-symbol, corresponding to the outside ball and the balls within the leftmost box) in the ball-arrangement game.
- super generators: permute super-symbols without changing the contents of each of these super-symbols (i.e., corresponding to moving boxes in the ballarrangement game).

For example, transposition generators $T_{i}$ [21] are nucleus generators and swap generators $S_{n, i}$ [21] are super generators. A super Cayley graph is a (directed) Cayley graph [2,6,7] defined by nucleus generators and super generators. For example, macro-star networks $\operatorname{MS}(l, n)$ [21] are Cayley graphs defined by $n$ transposition nucleus generators $T_{i}, i=2,3, \ldots, n+1$, and $l-1$ swap generators $S_{n, i}$, $i=2,3, \ldots, l$. A super Cayley graph that is defined with $l$ super-symbols is called an $l$-level super Cayley graph.

According to the preceding definition, node $U$ of a super Cayley graph is connected to node $V$ by a directed link if and only if the permutation label of node $V$ can be obtained from that of node $U$ either by permuting the leftmost $n+1$ symbols of $U$ using one of the nucleus generators in its definition, or by permuting super-symbols of $U$ using one of the super generators in its definition. Links corresponding to the former are called nucleus links; while links corresponding to the latter are called inter-cluster links. Clearly, a super Cayley graph is a directed Cayley graph [2], whose in-/out-degree is equal to the number of generators in its definition. Since any directed Cayley graph is vertex-symmetric and regular $[2,6,7]$, super Cayley graphs are vertex-symmetric and regular. Note that in some Cayley graphs, such as macro-star networks, each directed link has a corresponding directed link that has the same ending nodes and opposite direction. These graphs can be viewed as undirected Cayley graphs [2], by merging each pair of such directed links.

### 2.2 Definitions of Several Generators and Super Cayley Graphs

In this subsection we present several other super Cayley graphs, which corresponds to the ball-arrangement game that uses different moves. Before doing so, we introduce some operators, which will be useful in defining these networks. These generators corresponds to the actions that insert the outside ball into the leftmost box in the ball-arrangement game.

Definition 1 (Insertion Generator $I_{i}$ ).: Given a permutation $U=u_{1: k}$, we define the dimension-i insertion generator $I_{i}, i=2,3, \ldots, k$, as the operator that cyclicly shift the leftmost $i$ symbols $u_{1: i}$ to the left by one position.

In other words, for $i=2,3, \ldots, k$,

$$
I_{i}(U)=u_{2: i} u_{1} u_{i+1: k}
$$

It can be viewed as inserting the outside ball to the $(i-1)^{t h}$ position of the leftmost box (i.e., the $i^{\text {th }}$ position from the left).

The following generators are the inverse of the corresponding insertion generators.

Definition 2 (Selection Generator $I_{i}^{-1}$ ). : Given a permutation $U=u_{1: k}$, we define the dimension-i selection generator $I_{i}^{-1}, i=2,3, \ldots, k$, as the operator that cyclicly shift the leftmost $i$ symbols $u_{1: i}$ to the right by one position.

In other words, for $i=2,3, \ldots, k$,

$$
I_{i}^{-1}(U)=u_{i} u_{1: i-1} u_{i+1: k}
$$

It can be viewed as selecting the $i^{\text {th }}$ ball from the leftmost box. We can see that

$$
I_{i}^{-1} I_{i}(U)=U
$$

so $I_{i}^{-1}$ is the inverse generator of $I_{i}$.
The last type of generators corresponds to the actions that cyclicly shift all the boxes.

Definition 3 (Rotation Generator $R_{n}^{i}$ ).: Given a permutation $U=u_{1: k}$, we define the rotation generator $R_{n}^{i}$ as the operator that cyclicly shift the rightmost $k-1$ symbols $u_{2: k}$ to the right by $n i$ positions.

Therefore, for $i=2,3, \ldots, l$, we have

$$
R_{n}^{i}\left(u_{1: k}\right)=u_{1} u_{k-i n+1: k} u_{1: k-i n}
$$

In what follows, we will use $R^{i}$ instead of $R_{n}^{i}$, suppressing the dependence on $n$, unless explicitly stated otherwise. We may also use $R$ instead of $R^{1}$. We can see that

$$
R^{i}=R^{i \bmod l}=\underbrace{R R \cdots R}_{i \bmod l}, R^{i} R^{-i}(U)=U .
$$

We are now ready to define various interesting super Cayley graphs as directed or undirected Cayley graphs. In particular, insertion, selection, and transposition $T_{i}$ generators will be used as nucleus generators in the definition of these super Cayley graphs; swap $S_{n, i}$ and rotation generators will be used as super generators. In what follows we give nine classes of super Cayley graphs generated by different combinations of these nucleus and super generators. Each of the proposed networks has its respective advantages, while algorithms for them as well as the macro-star networks can be developed on a common platform. More details and formal definitions for these networks can be found in [20,21,22].

- Rotation-star (RS) networks and complete-rotation-star (complete-RS) networks are super Cayley graphs derived by the ball-arrangement game where boxes are moved by rotation and balls are moved by transposition.
- Macro-rotator (MR) networks are super Cayley graphs derived by the ballarrangement game where boxes are moved by transposition and balls are moved by insertion.
- Rotation-rotator (RR) networks and complete-rotation-rotator (completeRR) networks are super Cayley graphs derived by the ball-arrangement game where boxes are moved by rotation and balls are moved by insertion.
- The insertion-selection (IS) network is defined as an undirected Cayley graph derived by the ball-arrangement game with one box and an outside ball, where balls are moved by insertion and selection.
- Macro-IS (MIS) networks, rotation-IS (RIS) networks, and complete-rotation-IS (complete-RIS) networks are super Cayley graphs derived by the ball-arrangement game with $l$ boxes, where balls in the leftmost box are moved by insertion and selection.


## 3 Parallel Algorithms under the Single-Dimension Communication Model

In this section, we show how to emulate algorithms developed for a $k$-dimensional star graph on super Cayley graphs. In our emulation algorithms, a node in the $k$ star is one-to-one mapped on the node that has the same permutation label in super Cayley graphs.

We assume the single-dimension communication (SDC) model [20,21], where the nodes are allowed to use only links of the same dimension at any given time. This communication model is used in some SIMD architectures to reduce the cost of implementation, and is also suitable for parallel systems that use wormhole routing. Many algorithms developed for the star graph as well as many other networks naturally fall into this category [13,15,20,21].

The following theorem shows that a macro-star or complete-rotation-star network can emulate a star graph with a slowdown factor not exceeding 3, under the SDC model.

Theorem 1. Any algorithm in an ( $n+1$ )-star under the SDC model can be emulated on the $M S(l, n)$ or complete- $R S(l, n)$ network with a slowdown factor of 3 .

Proof: The $k$-dimensional star graph is derived by a game where the outside ball can be exchanged with any other ball in a single step. To emulate such an action in the macro-star and complete-rotation-star networks, we need to bring the box containing the ball to be exchanged to the leftmost position, exchange the two balls, and finally return the box to its original position. This requires at most 3 steps in the macro-star and complete-rotation-star networks.

More precisely, the dimension- $j$ links $T_{j}$ in an $(l n+1)$-star can be emulated by the paths consisting of links

$$
S_{j_{1}+1} T_{j_{0}+2} S_{j_{1}+1}
$$

in an $\operatorname{MS}(l, n)$ network, and

$$
R^{-j_{1}} T_{j_{0}+2} R^{j_{1}}
$$

in an complete- $\mathrm{RS}(l, n)$ network, where $j_{0}=j-2 \bmod n$ and $j_{1}=\lfloor(j-2) / n\rfloor$, when $j_{1} \neq 0$. That is, each node in an $\operatorname{MS}(l, n)$ network (or complete- $\operatorname{RS}(l, n)$ network) sends the packet for its dimension- $j$ neighbor via its $S_{j_{1}+1}$ (or $R^{-j_{1}}$, respectively) link in step 1 , then each node forwards the packet received in step 1 via its $T_{j_{0}+2}$ link in step 2 , and finally each node forwards the packet received in step 2 via its $S_{j_{1}+1}$ (or $R^{j_{1}}$, respectively) link in step 3 . It can be seen that each node receives the packet from its dimension- $j$ neighbor (in the emulated star graph) in step 3 . When $j_{1}=0$, emulating the $T_{j}$ links requires only one step.

Insertion-selection (IS) networks are closely related to star graphs in that they can emulate a star graph of the same size with a slowdown factor not exceeding 2 under the SDC model, the single-port communication model, or the all-port communication model.

Theorem 2. Any algorithm in a $k$-star can be emulated on the $k$-dimensional insertion-selection (IS) networks with a slowdown factor of 2, under the SDC model, the single-port communication model, or the all-port communication model.

Proof: Transposition of two balls $x_{1}, x_{2}$ (an action of the ball-arrangement game corresponding to the star graph) can be replaced by insertion of the outside ball $x_{1}$ to the original position of ball $x_{2}$, followed by selection of ball $x_{2}$ (actions of the ball-arrangement game corresponding to the insertion-selection (IS) network). Since emulation of all the $k-1$ possible actions of a $k$-star can be performed on the insertion-selection (IS) network at the same time without conflict, the slowdown factor is at most equal to 2 under all the three communication models.

Similarly, a macro-insertion-selection (MIS) or complete-RIS network can emulate a star graph with a slowdown factor not exceeding 4 under the SDC model.

Theorem 3. Any algorithm in an (ln +1)-star under the SDC model can be emulated on the $\operatorname{MIS}(l, n)$ or complete-RIS $(l, n)$ network with a slowdown factor of 4 .

Proof: To emulate such an action in the MIS or complete-RIS network, we need to bring the box containing the ball to be exchanged to the leftmost position, insert outside ball $x_{1}$, select ball $x_{2}$ as the outside ball, and finally return the box to its original position. This requires at most 4 steps in the macro-insertionselection (MIS) or complete-RIS network.

The dilation for embedding a $k$-star in a $k$-IS network is equal to 2 ; the dilation for embedding an $(l n+1)$-star in an $\operatorname{MS}(l, n)$ or complete-RS $(l, n)$ network is equal to 3 ; the dilation for embedding an $(l n+1)$-star in an $\operatorname{MIS}(l, n)$ or complete-RIS $(l, n)$ network is equal to 4 . That is, if we map each node of the $k$ star onto a node in an these networks, and map each link of the $k$-star onto a path in these networks, the maximum length of such paths is equal to 2,3 , and 4 , respectively. The maximum number of such paths that are mapped onto a link in these networks is called the congestion of the embedding. The congestion for embedding a $k$-star in a $k$-IS network is equal to 1 ; the congestion for embedding an $(l n+1)$-star in an $\operatorname{MS}(l, n)$, complete-RS $(l, n)$, $\operatorname{MIS}(l, n)$, or complete-RIS( $(l, n)$ network is equal to $\max (2 n, l)$. However, the congestion for embedding all the links of a certain dimension $i$ in an $\operatorname{MS}(l, n)$, complete- $\operatorname{RS}(l, n)$, $\operatorname{MIS}(l, n)$, or complete-RIS $(l, n)$ network is only 2 when $i>n+1$ and is equal to 1 otherwise. Therefore, the slowdown factor for an insertion-selection network to emulate a star-graph algorithm under the single-dimension, single-port, or all-port communication model is approximately equal to 1 , and the slowdown factor for an MS, complete-RS, MIS, or complete-RIS network to emulate a star-graph algorithm under the SDC model is approximately equal to 2 if the network uses wormhole
or cut-through routing or if it uses packet switching and each node has many packets to be sent along a certain dimension.

Two basic communication tasks that arise often in applications are the multinode broadcast (MNB) and the total exchange (TE) [4,10]. In the MNB each node has to broadcast a packet to all the other nodes of the network, while in the TE each node has to send a different (personalized) packet to every other node of the network. Mišić and Jovanović [15] have proposed strictly optimal algorithms to execute both tasks in time $k!-1$ and $(k+1)!+o((k+1)!)$, respectively, in a $k$-star with single-dimension communication. Using Theorem 1, the algorithms proposed in [15] give rise to corresponding asymptotically optimal algorithms for the MS and complete-RS network.

## 4 Parallel Algorithms under the All-Port Communication Model

In this section, we consider the all-port communication model, where a node is allowed to use all its incident links for packet transmission and reception at the same time. The packets transmitted on different outgoing links of a node can be different. Given two graphs $G_{1}$ and $G_{2}$ of similar sizes, and node degrees $d_{1}$ and $d_{2}$, a lower bound on the time required for $G_{1}$ to emulate $G_{2}$ is $T\left(d_{1}, d_{2}\right)=\left\lceil d_{2} / d_{1}\right\rceil$. When $G_{1}$ can emulate $G_{2}$ with a slowdown factor of $\Theta\left(T\left(d_{1}, d_{2}\right)\right)$, we will say that graph $G_{1}$ can (asymptotically) optimally emulate graph $G_{2}$. The following theorem shows that an $\operatorname{MS}(l, n)$ or a complete- $\operatorname{RS}(l, n)$ network can emulate a star graph of the same size with asymptotically optimal slowdown. Its proof is similar to the one given in [20,21] for emulation in macro-star networks under the all-port communication model.

Theorem 4. Any algorithm in a $k$-star with all-port communication can be emulated on the $M S(l, n)$ or complete- $R S(l, n)$ network with a slowdown factor of $\max (2 n, l+1)$.

Proof: In Theorem 1, we have shown that an $\operatorname{MS}(l, n)$ or complete- $\operatorname{RS}(l, n)$ network can emulate an $(n l+1)$-star with a slowdown factor of 3 under the SDC model. The emulation algorithm with all-port communication simply performs single-dimension emulation for all dimensions at the same time with proper scheduling to minimize the congestion. In particular, a packet for a dimension- $j$ neighbor, $j \geq n+2$, in the emulated star graph will be sent through links $S_{j_{1}+1}, T_{j_{0}+2}, S_{j_{1}+1}$ on the macro-star network and through links $\quad R^{-j_{1}}, T_{j_{0}+2}, R^{j_{1}}$ on the complete-rotation-star network, where $j_{0}=j-2 \bmod n$ and $j_{1}=\lfloor(j-2) / n\rfloor$. There exist several schedules that guarantee the desired slowdown factor. Let $B_{i}$ be the super generator that brings the $i^{t h}$ super-symbol (i.e., box) to the leftmost position, and $B_{i}^{-1}$ be the inverse generator of $B_{i}$. That is, $B_{i}=B_{i}^{-1}=S_{i}$ for the MS network; $B_{i}=R^{-i-1}$ and $B_{i}^{-1}=R^{i+1}$ for the complete-RS network. Then, we present a possible schedule as follows:

We first consider the special case where $l=r n+1$ for some positive integer $r$.

- At time 1, each node sends the packets for its dimension- $j$ neighbors (in the emulated $k$-star), $j=2,3,4, \ldots, n+1$, through links $T_{j}$.
- At time $t, t=1,2,3, \ldots, n$, each node sends the packets for its dimension$u_{i}(t)$ neighbors, $i=2,3,4, \ldots, l$, through links $B_{i}$, where $u_{i}(t)=(i-1) n+$ $2+(i+t-3 \bmod n)$.
- At time $t, t=s n+2, s n+3, s n+4, \ldots,(s+1) n+1$ for $s=0,1,2, \ldots, r-1$, each node forwards the packets for dimension- $v_{i}(t)$ neighbors, $i=s n+$ $2, s n+3, s n+4, \ldots,(s+1) n+1$, through links $T_{v_{i}(t)-(i-1) n}$, where $v_{i}(t)=$ $(i-1) n+2+(i+t-4 \bmod n)$.
- At time $t, t=n+1, n+2, \ldots, 2 n$, each node forwards the packets for its dimension- $u_{i}(t)$ neighbors, $i=2,3,4, \ldots, n+1$, through links $B_{i}^{-1}$, where $u_{i}(t)=(i-1) n+2+(i+t-3 \bmod n)$.
- At time $t, t=s n+3, s n+4, s n+5, \ldots,(s+1) n+2$ for $s=1,2,3, \ldots, r-1$, each node forwards the packets for dimension- $u_{i}(t)$ neighbors, $i=s n+2$, $s n+$ $3, s n+4, \ldots,(s+1) n+1$, through links $B_{i}^{-1}$, where $u_{i}(t)=(i-1) n+2+$ $(i+t-5 \bmod n)$.

Figure 1a shows such a schedule for emulating a 13-star on these super Cayley graphs.

In what follows we extend the previous schedule to the general case where $l$ is not of the form $l=r n+1$. The schedule for $l \leq n$ can be easily obtained by removing the unused part of the schedule for an $\operatorname{MS}(n+1, n)$ or complete$\mathrm{RS}(n+1, n)$ network. Other possible cases can be formulated by assuming that $l=r n-w$ for some integers $r \geq 2$ and $0 \leq w \leq n-2$, in which case we can modify the schedule as follows. We initially start with the schedule for an $\operatorname{MS}(r n+1, n)$ or complete-RS $(r n+1, n)$ network. Clearly, the transmissions in the schedule that correspond to the emulation of dimensions $j>l n+1$ are not used by the $\operatorname{MS}(l, n)$ or complete- $\operatorname{RS}(r n+1, n)$ network. Therefore, we can now perform each of the transmissions over links $T_{j_{0}+2}$ originally scheduled for time $l+1$ through $r n+1$ at time earlier than $l+1$ by rescheduling these transmissions to the unused part of the schedule. Note that the modified part of the schedule are for the emulation of some dimensions larger than $(r-1) n^{2}+n+1$ (that is, some of the dimensions that correspond to the last $l-(r-1) n-1=n-w-1$ blocks). We then swap generators $T_{j_{0}+2}$ in the modified part of the schedule with part of the schedule for the emulation of dimensions smaller than $(r-1) n^{2}+n+2$ (that is, for some of the dimensions that correspond to the first $(r-1) n+1$ blocks). Due to the previous modifications, we also have to move the schedule for some generators $B_{j_{1}+1}$ and $B_{j_{1}+1}^{-1}$. In particular, we will move the final generator $B_{j_{1}+1}^{-1}$ in each of the 3 -step single-dimension emulations one time step after the use of $T_{j_{0}+2}$ generators when possible. When $l+1<2 n$, the schedule for some generators $B_{j_{1}+1}^{-1}$ can not be moved before time $2 n$. As a result, the time required for emulation under the all-port communication model is equal to $l+1$ if $l+1 \geq 2 n$, and is equal to $2 n$ otherwise. Figure 1b shows such a schedule for emulating a 16 -star on these super Cayley graphs.


Figure 1: Schedules for emulating star graphs on macro-star and complete-rotationstar networks, under the all-port communication model. Note that a generator appears at most once in a row, and each column $j>4$ consists of generators $B_{j_{1}+1}, T_{j_{0}+2}, B_{j_{1}+1}^{-1}$, where $j_{0}=j-2 \bmod 3$ and $j_{1}=\lfloor(j-2) / 3\rfloor$. (a) Emulating a 13 -star on an $\operatorname{MS}(4,3)$ or complete-RS $(l, n)$ network. (b) Emulating a 16 -star on an $\operatorname{MS}(5,3)$ or complete$\operatorname{RS}(l, n)$ network. The links in the MS or complete-RS network are fully used during steps 1 to 5 , and are $93 \%$ used on the average.

Theorem 5. Any algorithm in a $k$-star with all-port communication can be emulated on the $\operatorname{MIS}(l, n)$ or complete-RIS $(l, n)$ network with a slowdown factor of $\max (2 n, l+2)$.

Proof: A schedule for emulating an $(n l+1)$-star on an $\operatorname{MS}(l, n)$ or complete$\mathrm{RS}(l, n)$ network can be modified to obtain a schedule for an $\operatorname{MIS}(l, n)$ or complete-RIS $(l, n)$ network by replacing each transposition generator $T_{j_{0}+2}$ with an insertion nucleus generator $I_{j_{0}+2}$ and a selection nucleus generator $I_{j_{0}+1}^{-1}$. The result follows.

By properly choosing the parameters $l$ and $n$, we can emulate a star graph with all-port communication on the above four classes of super Cayley graphs with asymptotically optimal slowdown with respect to the node degrees.

Corollary 1. Any algorithm in a $k$-star with all-port communication can be emulated on the $M S(l, n)$, complete- $R S(l, n), M I S(l, n)$, or complete-RIS $(l, n)$ network with asymptotically optimal slowdown if $l=\Theta(n)$.

Proof: It follows from Theorems 4, and 5, and the fact that a graph of degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ cannot emulate a graph of degree $\Theta\left(\frac{\log N}{\log \log N}\right)$ with a slowdown smaller than $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$, under the all-port communication model.

Note that the slowdown factor of $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ is also the congestion for embedding a $k$-star on the above super Cayley graphs with $l=\Theta(n)$. Therefore, no graph that has $N$ nodes and degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ can embed an $N$-node star
graph with asymptotically better congestion (by more than a constant factor) than that achieved by these super Cayley graphs with $l=\Theta(n)$.

Fragopoulou and Akl [8] have given optimal algorithms to execute the MNB and the TE communication tasks in a $k$-star with all-port communication in time $\Theta((k-1)!)=\Theta(N \log \log N / \log N)$ and $\Theta(k!)=\Theta(N)$, respectively. Emulating their algorithms leads to the following asymptotically optimal algorithms for several super Cayley graphs.

Corollary 2. The multinode broadcast task can be performed in time $\Theta\left(N \sqrt{\frac{\log \log N}{\log N}}\right)$ in an $M S(l, n)$, complete- $R S(l, n)$, MIS $(l, n)$, or completeRIS $(l, n)$ network with $l=\Theta(n)$, and in time $\Theta\left(\frac{N \log \log N}{\log N}\right)$ in a $k$-dimensional insertion-selection (IS) network, under the all-port communication model. This completion time is asymptotically optimal for the multinode broadcast task over all interconnection networks that have $N$ nodes and degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ (or degree $\Theta\left(\frac{\log N}{\log \log N}\right)$, respectively), under the all-port communication model.

Corollary 3. The total exchange task can be performed in time $\Theta\left(N \sqrt{\frac{\log N}{\log \log N}}\right)$ in an $M S(l, n)$, complete- $R S(l, n)$, MIS $(l, n)$, or complete$R I S(l, n)$ network with $l=\Theta(n)$, and in time $\Theta(N)$ in a $k$-dimensional insertionselection (IS) network, under the all-port communication model. This completion time is asymptotically optimal for the total exchange task over all interconnection networks that have $N$ nodes and degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ (or degree $\Theta\left(\frac{\log N}{\log \log N}\right)$, respectively), under the all-port communication model.

Proof: Since the TE can be performed in an $N$-node star graph in time $\Theta(N)$ [8], it can be completed in time $O\left(N \sqrt{\frac{\log N}{\log \log N}}\right)$ in the first four classes of super Cayley graphs with $N$ nodes of degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ through emulation (Theorems 4 and 5), assuming all-port communication and $l=\Theta(n)$. By arguing as in the derivation of the universal diameter lower bound $D_{L}(d, N)$, we can show that the mean internodal distance of an $N$-node graph with degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ is at least $\Omega\left(\frac{\log N}{\log \log N}\right)$. The total number of packets that have to be exchanged to perform a TE is $N^{2}-N$, for a total of $\Omega\left(\frac{N^{2} \log N}{\log \log N}\right)$ packet transmissions. Since at most $O\left(N \sqrt{\frac{\log N}{\log \log N}}\right)$ transmissions can take place simultaneously in an $N$-node interconnection network of degree $\Theta\left(\sqrt{\frac{\log N}{\log \log N}}\right)$ under the all-port communication model, the time required to complete the TE is at least

$$
\Omega\left(\frac{\frac{N^{2} \log N}{\log \log N}}{N \sqrt{\log N}}\right)=\Omega\left(N \sqrt{\frac{\log N}{\log \log N}}\right) .
$$

Similarly, we can obtain a TE algorithm for the $k$-IS network through emulation of a $k$-star graph (Theorem 2) and show that executing time is asymptotically optimal.

## 5 Embeddings of Trees, Meshes, Hypercubes, and Transposition Networks

Several embeddings of the star graph on super Cayley graphs have been presented in the previous subsections. In this section, we present constant-dilation embeddings of other important graphs in super Cayley graphs.

A $k$-dimensional transposition network $k$-TN [12,13] is a Cayley graph defined with a generator set consisting of all the generators that interchange any two of the $k$ symbols in the label of a node. A $k$-TN graph has $k$ ! nodes, degree $k(k-1) / 2$, and diameter $k-1$. It contains a $k$-star or a $k$-dimensional bubble-sort graph [2] as a subgraph and has been shown to be a rich topology that can efficiently embed many other popular topologies, including hypercubes, meshes, and trees. The following theorem provides $O(1)$-dilation embedding of transposition networks in macro-star and complete-RS networks.

Theorem 6. A $k$-dimensional transposition network can be one-to-one embedded in an $M S(l, n)$ or complete- $R S(l, n)$ network with load 1, expansion 1, and dilation 5 when $l=2$, or dilation 7 when $l \geq 3$.

Proof: Similar to Theorem 1, we map each node in the $k$-TN graph onto the node with the same label in the $\operatorname{MS}(l, n)$ or complete- $\mathrm{RS}(l, n)$ network. Therefore, the load and expansion of the embedding are both equal to 1 . We let $T_{i, j}$ be the generator that interchanges the $i^{t h}$ and $j^{t h}$ symbols in the label of a node, where $1 \leq i<j$. Then the generator set for a $k$-TN graph consists of generators $T_{i, j}$ for any combination of integers $i, j$ satisfying $1 \leq i<j \leq k$. Let $B_{i}$ be the super generator that brings the $i^{\text {th }}$ super-symbol (i.e., box) to the leftmost position, and $B_{i}^{-1}$ be the inverse generator of $B_{i}$. That is, $B_{i}=B_{i}^{-1}=S_{i}$ for the MS network; $B_{i}=R^{-i-1}$ and $B_{i}^{-1}=R^{i+1}$ for the complete-RS network. Also, let $i_{0}=i-2 \bmod n, i_{1}=\lfloor(i-2) / n\rfloor, j_{0}=j-2 \bmod n$, and $j_{1}=\lfloor(j-2) / n\rfloor$. It is easy to verify the following equivalence

$$
T_{i, j}=\left\{\begin{array}{l}
T_{j} \\
B_{j_{1}+1} T_{j_{0}+2} B_{j_{1}+1}^{-1} \\
T_{i} T_{j} T_{i} \\
T_{i} B_{j_{1}+1} T_{j_{0}+2} B_{j_{1}+1}^{-1} T_{i} \\
B_{i_{1}+1} T_{i_{0}+2} T_{j_{0}+2} T_{i_{0}+2} B_{i_{1}+1}^{-1} \\
B_{i_{1}+1} T_{i_{0}+2} B_{j_{1}+1} T_{j_{0}+2} B_{j_{1}+1}^{-1} T_{i_{0}+2} B_{i_{1}+1}^{-1}
\end{array}\right.
$$

$$
\text { when }\left\{\begin{array}{l}
i=1, j_{1}=0 \\
i=1, j_{1}>0 \\
i_{1}=j_{1}=0 \\
i_{1}=0, j_{1}>0 \\
i_{1}=j_{1}>0 \\
i_{1} \neq j_{1}, i_{1}, j_{1}>0
\end{array}\right.
$$

As a result, the dilation for embedding a $k$-TN graph in an $\mathrm{MS}(l, n)$ or complete$\operatorname{RS}(l, n)$ network. is at most equal to 7 . When $l=2$, only the first five cases are
possible, so that the dilation is equal to 5 for an $\operatorname{MS}(2, n)$ or complete- $\operatorname{RS}(2, n)$ network.

Theorem 7. A $k$-dimensional transposition network can be one-to-one embedded in a $k$-dimensional insertion-selection network with load 1, expansion 1, and dilation 6, and in an $\operatorname{MIS}(l, n)$ or complete- $R I S(l, n)$ network with load 1, expansion 1, and dilation $O(1)$.

Proof: The embeddings on $k$-IS networks follows from the fact that a star graph can embed a $k$-TN with dilation 3 and a $k$-IS networks can embed a $k$-star graph with dilation 2 . The rest of the proof is similar to to that of Theorem 6.

Since a $k$-dimensional bubble-sort graph is a subgraph of a $k$-TN graph, it can also be embedded in these super Cayley graph with constant dilation.

A variety of embedding results are available for star graphs, bubble-sort graphs, and transposition networks [5,11,12,14]. These results, when combined with Theorems 1, 3, 2, 6, and 7, give rise to a variety of $O(1)$-dilation embeddings in super Cayley graphs. The following corollaries summarize some of the results.

Corollary 4. The complete binary tree of height 5 can be embedded in

- a k-IS network with dilation 2,
- an $M S(2,2)$ or complete-RS $(2,2)$ network with dilation 3, and
- an $\operatorname{MIS}(2,2)$ or complete-RIS $(2,2)$ network with dilation 4.

For $k \geq 7$, the complete binary tree of height at least equal to $(1 / 2+o(1)) k \log _{2} k$ can be embedded in

- a k-IS network with dilation 2,
- an $M S(l, n)$ or complete- $R S(l, n)$ network with dilation 3, and
- an MIS(l,n) or complete-RIS(l,n) network with dilation 4.

Proof: In [5], it has been shown that for $k=5$ or 6 there exists a dilation-1 embedding of the complete binary tree of height $2 k-5$ into the $k$-star. For $k \geq 7$, there exists a dilation- 1 embedding of the complete binary tree of height at least equal to $(1 / 2+o(1)) k \log _{2} k$ into the $k$-star. The rest of the proof follows from Theorems 1, 2, and 3.

Corollary 5. There exists a dilation- $O(1)$ embedding of the d-dimensional hypercube into an $M S(l, n)$, complete- $R S(l, n), M I S(l, n)$, complete-RIS $(l, n)$, or $k$ $I S$ network, provided $d \leq k \log _{2} k-\frac{3 k}{2}+o(k)$, where $k=n l+1$.

Proof: In [14], it has been shown that there exists a dilation- $O(1)$ embedding of the $d$-dimensional hypercube into a $k$-star, provided that $d \leq k \log _{2} k-(3 / 2+$ $o(1)) k$. This, combined with Theorems 1, 2, and 3, completes the proof.

Corollary 6. The $m_{1} \times m_{2}$ mesh can be embedded in an $M S(2, n)$ or complete$R S(2, n)$ network with load 1, expansion 1, and dilation 5, and in an $\operatorname{MIS}(2, n)$ or complete-RIS(2,n) network with load 1, expansion 1, and dilation $O(1)$, where $m_{1} \times m_{2}=(2 n+1)$ !. The $m_{1} \times m_{2}$ mesh can be embedded in a $k$-IS network with dilation $6, m_{1} \times m_{2}=k!$. The $m_{1} \times m_{2}$ mesh can be embedded in an $M S(l, n)$ or complete- $R S(l, n)$, MIS $(l, n)$, or complete$R I S(l, n)$ network with dilation $O(1)$, where $m_{1} \times m_{2}=k!$ and $l \geq 3$.

Proof: It follows from Theorems 6 and 7 and the fact that there exists a load-1, expansion-1, and dilation-1 embedding of $m_{1} \times m_{2}$ mesh into a $k$-TN graph, where $m_{1} \times m_{2}=k![12]$.

Corollary 7. There exists a load-1, expansion-1, and dilation-O(1) embedding of the $2 \times 3 \times 4 \times \cdots \times(k-1) \times k$ mesh into an $M S(l, n)$, complete- $R S(l, n)$, $\operatorname{MIS}(l, n)$, complete-RIS $(l, n)$, or $k$-IS network.

Proof: In [11] it has been shown that there exists a load-1, expansion-1, and dilation- 3 embedding of the $2 \times 3 \times 4 \times \cdots \times(k-1) \times k$ mesh into a $k$-star. This, combined with Theorems 1, 2, and 3 completes the proof.

## 6 Conclusions

The super Cayley graphs presented in this paper form a new class of interconnection networks for the modular construction of parallel computers. Super Cayley graphs have several desirable algorithmic and topological properties, while using nodes of small degree. We derived constant-dilation embeddings of a variety of important topologies, such as trees, meshes, hypercubes, star graphs, bubblesort graphs [2], and transition networks [12,13], for some of these super Cayley graphs. We also developed efficient algorithms to emulate the star graph, and asymptotically optimal algorithms to execute the MNB and TE communication tasks. In all parallel algorithms presented, the expected traffic is balanced on all links of suitably constructed super Cayley graphs.
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