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Reach Adapting Algorithms for Mixed Line Rate
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Abstract—We consider the problem of planning amixed line rate
(MLR) wavelength division multiplexing (WDM) transport optical
network. In such networks, different modulation formats are usu-
ally employed to support transmission at different line rates. Pre-
viously proposed planning algorithms have used a transmission
reach bound for each modulation format/line rate, mainly driven
by single line rate systems. However, transmission experiments in
MLR networks have shown that physical layer interference phe-
nomena are more severe among transmissions that utilize different
modulation formats. Thus, the transmission reach of a connection
with a specific modulation format/line rate depends also on the
other connections that copropagate with it in the network. To plan
an MLR WDM network, we present routing and wavelength as-
signment algorithms that adapt the transmission reach of each con-
nection according to the use of the modulation formats/line rates
in the network. The proposed algorithms are able to plan the net-
work so as to alleviate cross-rate interference effects, enabling the
establishment of connections of acceptable quality over paths that
would otherwise be prohibited.

Index Terms—Cross-rate interference, mixed line rate (MLR)
optical network, planning (offline) phase, routing and wavelength
assignment (RWA), transmission reach, wavelength division mul-
tiplexing (WDM).

I. INTRODUCTION

O PTICAL networks using wavelength division multi-
plexing (WDM) technology modulate multiple channels

over a single fiber. The most common architecture utilized
for establishing communication in WDM optical networks is
wavelength routing [1], where the communication between a
source and a destination node is performed by setting up optical
channels between them, called lightpaths. From the network
perspective, establishing a lightpath for a new connection
requires the selection of a route (path) and a free wavelength
on the links that comprise the path. The problem of selecting
appropriate paths and wavelengths for a set of requested con-
nections is called routing and wavelength assignment (RWA),
and its objective is to minimize the network resources used, or
the network cost, or to maximize the traffic served for a given
set of resources.
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Fig. 1. Part of a network that supports mixed line rates (MLRs).

Given the rapid increase of traffic demand, the available
bandwidth of many core networks has to be continuously
upgraded. While the industry wants to move quickly to higher
capacity optical transport networks and enhance the 10-Gb/s
systems currently employed, there are a number of technology
issues that need to be addressed. Transmission performance,
price, space, and power dissipation per bit have to be improved
to justify the use of 40- and 100-Gb/s WDM transport as a
more effective solution than 10 Gb/s. As the technology ma-
tures, higher rate connections will be incorporated in existing
10-Gb/s systems [2]–[4]. Thus, a transport network will end up
managing a variety of line rates, what is usually referred to as
a mixed line rate (MLR) WDM system (see Fig. 1). Currently,
40-Gb/s connections are deployed, and we expect that in the
near future even 100-Gb/s transponders will reach production
level.
Signal transmission is significantly affected by physical limi-

tations of fibers and optical components [5]. Transmission reach
is the distance an optical signal can travel before its quality and
the bit error ratio degrade to an unacceptable level. Many fac-
tors affect the transmission reach: the launched power of the
signal, the modulation format, the bit rate, the type of the am-
plification, the dispersion map, the interference from other sig-
nals, etc. To plan a single line rate (SLR) WDM system, the
transmission reach can be used as a constraint in a coarse RWA
planning algorithm without considering the utilization state of
the network. More accurate physical layer models [6] that take
into account interference effects among the lightpaths can give
better and more sophisticated algorithmic solutions [7].
For a given modulation format, higher rate transmissions

have a shorter reach than lower rate transmissions, due to higher
impairments. After a point, increasing the rate of a transmission
becomes impractical and is the main reason that we have to
consider different and improved modulation techniques with a
better reach-rate product. Note that 10-Gb/s systems typically
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utilize ON/OFF keying (OOK) modulation. To move to higher
rates more advanced modulation formats, such as duobinary or
phase shift keying (PSK) modulation techniques, with higher
spectral efficiency and more tolerance to impairments have to
be employed [2]–[4]. Even with these advanced modulation
techniques, transmission reach is expected to decrease as we
move from 10 to 40-Gb/s transmission and from 40 to 100-Gb/s
transmission while the relative cost of the transponders is
expected to increase.
Planning an MLR network to support, e.g., 10/40/100-Gb/s

over the same system, can reduce the total cost of the transpon-
ders by exploiting the heterogeneity and flexibility that is pro-
vided by MLR transmissions. The total cost of the transpon-
ders is the sum of the products of the number of transponders
of each type multiplied by their corresponding cost. To reduce
the total transponder cost, some long-distance low-bit-rate con-
nections could be served with inexpensive low-rate and long
reach 10-Gb/s transponders, while short-distance high-bit-rate
connections could be served with more expensive, but fewer in
number, high-rate 40- or 100-Gb/s transponders, so as to have
the lowest possible total transponder cost.
Recently, RWA algorithms for MLR systems have been

proposed [8]–[11]. The authors in [8] investigated the bit-rate
migration from a networking point of view, by providing insight
into the optimization of routing and aggregation in terms of
overall capital expenditures. For long-term migration, optimal
network cost is achieved by early investments in 40-Gb/s-only
transmission systems. The authors in [9] formulated as an
integer linear program (ILP) the planning problem of a trans-
parent MLR network under transmission-reach constraints
for different modulations formats. Extending the work in [9],
Nag and Tornatore[10] proposed an algorithm for planning
translucent MLR networks that consists of two phases. In the
first phase, the algorithm identifies candidate regenerators, and
then in the second phase solves the MLR cost optimization
problem using the regeneration choices provided by the first
phase. Batayneh et al. [11] considered the logical topology
planning problem of carrier Ethernet connections over an MLR
network with transmission reach constraints. Both optimal ILP
and heuristic algorithms are proposed and evaluated. Taking a
different approach, optical orthogonal frequency division mul-
tiplexing (OFDM) can be used as a new networking solution
that provides flexible bandwidth allocation to connections. A
comparison study of the cost of a WDM and an OFDM-based
network is presented in [12].
Multiplexing wavelength channels with different modulation

format/line rates in an MLR system introduces a number of
additional technical issues. A field trial has been conducted
to demonstrate the feasibility of accommodating 10-, 40- and
100-Gb/s transmissions over a typical 50-GHz grid [3]. De-
pending on the signal power and other physical characteristics,
the interference among simultaneously transmitted optical
signals with different modulation formats or different rates can
lead to considerable degradations in signal quality [3], [4], [13],
[14], and consequent reductions in the transmission reach [15].
The authors in [15] used numerical simulations to examine the
transmission reach by accounting for the nonlinear interaction
between channels in a mixed-format system. They observed
decreases in the transmission reach of up to 25% compared

to the SLR system, depending on the transmission power of
the connections. They then proposed a heuristic algorithm to
plan an MLR system following a worst case approach, where
decreased transmission reaches, calculated assuming worst
case interference, are used for all supported rates, without
considering the actual utilization state of the network. In [14],
the authors reviewed analytical models that evaluate the quality
of transmission (QoT) of the lightpaths in an MLR system,
taking also into account the cross-phase modulation (XPM)
interference among the different formats/line rates. They then
continued and proposed a number of solutions for establishing
lightpaths in MLR systems for online traffic, which is serving a
single connection at a time. The algorithms separate interfering
rate connections using empty wavelengths as guardband. A
similar approach is adopted in [16]. The authors in [16] consid-
ered an MLR network with 10-Gb/s OOK and 40-Gb/s DQPSK
connections and present algorithms that avoid interference
between these two types of connections by leaving appropriate
guardband wavelength space in-between interfering connec-
tions. Our approach is quite more sophisticated and explores a
wider solution space than the aforementioned cases [14]–[16].
This is because we are able to adapt the transmission reaches
of the connections according to the utilization state of the
network, and thus, we are able to control and leave wavelength
space between connections only when needed.
In this paper, we present RWA algorithms for planning MLR

optical transport networks. However, the presented model is
general and can be used for dynamic (online) traffic problems as
well. The proposed heuristic algorithms serve sequentially the
connections, which means that they are essentially online algo-
rithms and can be used with small changes to serve dynamic
traffic. In MLR networks, as discussed in [3], [4], [13]–[16], the
transmission reach of a lightpath at a given modulation format/
rate, changes depending on the modulation format/rates of the
connections that copropagate with it along the path. For this
reason, in MLR networks, it is not enough to consider a specific
transmission reach for each modulation format/rate, but also the
interactions among the connections for the specific modulation
formats/rates they use, which we will call cross-rate interfer-
ence. The proposed algorithms adapt the transmission reach of
the connections according to the utilization state of the network.
We initially present optimal ILP algorithms for the MLR plan-
ning problem of both transparent and translucent networks, i.e.,
without and with the use of regenerators. We also give sequen-
tial heuristic algorithms that serve the connections in a particular
order, propose a specific ordering policy, and also use simulated
annealing (SimAn) to find even better orderings. Our results in-
dicate that the proposed algorithms can efficiently utilize the
wavelength domain to absorb cross-rate interference effects, en-
abling the establishment of connections with acceptable quality
over paths that would otherwise be prohibited.
In our previous work [17], we also examined the problem of

planning anMLR network, but we followed a per linkworst case
cross-rate interference assumption. In this paper, we extend our
work and formulate the cross-rate interference based on the ac-
tual utilization of the wavelengths of the network. This work is
more general, so that the problem considered in [17] is a special
case of the one considered here. The new algorithms presented
here are able to utilize the wavelength domain in order to avoid
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cross-rate interference effects. Moreover, in [17], we only pro-
vided algorithms for transparent networks, i.e., networks that do
not utilize regenerators, while here we provide algorithms for
both transparent and translucent networks and perform a large
number of simulation experiments to evaluate the performance
of the algorithms in both network settings.
The rest of this paper is organized as follows. In Section II, we

formulate the adaptation of the transmission reach for an MLR
optical transport network by introducing the effective length
metric. Next, in Section III, we describe the proposed reach-
adapting algorithms for planning MLR systems. Performance
results are presented in Section IV. Finally, in Section V, we
give our concluding remarks.

II. NETWORK MODEL AND EFFECTIVE LENGTH

In an SLR system, given the modulation format and the rate
that is going to be used, the network is designed to achieve long
transmission reaches, using specifically designed amplification
schemes, dispersion maps, etc. Typically, in an optical transport
network that supports MLRs, different modulation formats are
employed to support the transmissions at different rates. In such
an MLR network, the transmission reach of each modulation
format/rate is not the same as the optimized reach in a corre-
sponding SLR network, but is somewhat reduced [3], [4], [14],
[15]. Due to interference effects between the different modu-
lation formats/rates used, the transmission reach of each mod-
ulation format/rate is affected by the other transmissions. For
example, intensity modulated connections (e.g., 10-Gb/s OOK
connections) induce significant XPM on an xPSK modulated
40- or 100-Gb/s connection [14]. However, according to [15],
even different rate connections with the same modulaton format
(xPSK connections) are affected by nonlinear cross-rate inter-
ference. In particular, reductions of up to 25% for the cases
of concurrent PDM-QPSK, PDM-BPSK, and SP-BPSK are re-
ported in [15]. Also, the power budgeting and the dispersion
maps employed play an important role and may deteriorate the
transmission reach of the connections in an MLR as compared
to an SLR system. Although, in this paper, we focus on cross-
rate interference effects, some of the aforementioned parame-
ters might be captured by our formulation as well. It is worth
noting that the proposed model and algorithms are quite gen-
eral, work for systems with any number of rates, and can cap-
ture the interference effects between different rate connections
in a nonuniform manner.
In what follows, we present a way to formulate the variation

of the transmission reach of a connection according to the uti-
lization state of the network so as to capture cross-rate inter-
ference effects. In particular, depending on the modulation for-
mats/rates transmitted over a link, we calculate what we call the
effective length metric of that link for a given connection. In-
stead of adapting decreasing the transmission reach of the con-
nection, we proportionally increase the effective lengths of the
links that comprise its path in order to account for the cross-rate
interference. For example, consider a connection that uses a spe-
cific modulation format/rate and shares a common link with an-
other connection. Assume the second connection uses an inter-
fering modulation format/rate and is within small enough spec-
trum/wavelength distance from the first to cause cross-rate inter-
ference. Instead of decreasing the transmission reach of the first

connection, we increase by some amount the effective length of
their common link so as to have exactly the same outcome as
we would have if we decreased its transmission reach.
We consider an MLR network that supports a number of dif-

ferent rates . For the sake of being specific, we will assume,
in this section and in the simulation results to be presented in
Section IV, that Gb/s, and each link consists
of a single fiber. However, the proposed model and the algo-
rithms are quite general and also work for more and different
rates.
We now formally define the adaptation of the link length

and introduce the effective length metric. Assume a lightpath
, i.e., a lightpath utilizing path and wavelength

using rate . Assume a link of length crossed by path
and consider another lightpath also crossing link

. We will say that lightpath is subject to cross-rate
interfere from lightpath , if the lightpaths cross the
same link and their spectrum distance is within a given dis-
tance, , where is the interfering distance
threshold in wavelengths. Lightpaths and
sharing a link do not interfere if the wavelengths and they
use are more than wavelengths apart from each other.
The effective length of the fiber link of a lightpath

that is subject to interference from another lightpath of rate is
calculated by , i.e.,
it is equal to the physical length of the link, increased by a
proportional factor , due to cross-rate interference.We will
refer to the parameters as the effective length factors. In a
similar manner, we can define the effective length of the link
for lightpath that is subject to cross-rate interference
from the first lightpath to be .
In general, the effective length factors can be different for dif-
ferent directions of the interference, , and we can
also have different wavelength interfering distance thresholds,

. To have a consistent formulation, we will assume
that there is no cross-rate interference between lightpaths of the
same rate , and thus . In other words, we assume
in our formulation that the interference among lightpaths of the
same rate is included in the calculation of the maximum trans-
mission reach of each rate .
We define the effective length of link for lightpath

as

(1)

Note that even if two or more lightpaths of rate are within in-
terfering distance, we increase the effective length of the
link only once. Also note that the actual wavelength distance

is not taken into account as long as it is less than .
These two assumptions mean that the effective length factor

accounts for the worst case interference effect that one
or more connection(s) of rate within have on a connec-
tion of rate . Under this worst case assumption, there is no need
to consider how many connections are actually interfering, or
their actual distance from the affected connection. More accu-
rate models that would consider the exact number and distance
of the cross-rate interfering lightpaths could be used. However,
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Fig. 2. Calculation of the effective length of a lightpath, taking into account the
interference of other lightpaths that utilize different rates/modulation formats.

we argue that the used model is safe, since it captures the worst
case assumption, but also gives us enough flexibility to use the
wavelength domain to avoid cross-rate interference. Our perfor-
mance results indicate that the proposed algorithms are able to
utilize the wavelength domain to assign wavelengths to connec-
tions so as to avoid cross-rate interference. The proposed algo-
rithms yield the same performance as if no cross-rate interfer-
ence is present in the network, indicating that the used model,
although coarse at certain points, is detailed enough to give the
algorithms the required flexibility to avoid such effects.
Consider a lightpath and assume that we know the

rate utilization of the interfering wavelength channels on all the
links , comprising path . We can use (1) to cal-
culate , for all . The effective length of
lightpath is then given by

(2)

For the example of Fig. 2, the effective length for path
for wavelength at rate 10-Gb/s is

, assuming that and . In
comparison, the effective length of the same path and the same
rate but for wavelength is
. The difference in these two effective lengths is due to the

40-Gb/s lightpath that utilizes link and wavelength , which
interferes only with the 10-Gb/s lightpath that uses wavelength
and not with the one using .
In our model, a lightpath of rate has, in the absence of any

cross-rate interference, maximum transmission reach . As
mentioned earlier, this transmission reach bound accounts for all
other kinds of physical layer impairments a connection of rate
is subject to. We use this limit as an upper bound on the effective
length (instead of the physical length) of all connections of rate
in the MLR system. If the effective length of lightpath

is higher than the given bound , then the lightpath
is considered to have unacceptable QoT and cannot be used as
part of the solution. The effective lengths of the lightpaths are
always higher than their corresponding real lengths, which cor-
respond to the best possible case, i.e., the case of zero-cross-rate
interference.
Note that in the aforementioned model, we adapt the effective

length of a link used by a given lightpath, based on the mod-
ulation formats/rates and wavelengths of the other lightpaths
using it. The interference wavelength distance thresholds
constrains the number of adjacent wavelength channels that are
considered for each lightpath. Threshold values of 3 or 2 are log-
ical, since interference effects degrade as we move away from
the wavelength under examination. These values are inline with

transmission experiments that have been conducted and corre-
sponding analytical models that have been developed, which as-
sumed 7 or 5 utilized wavelengths in total ( or 2, re-
spectively), as, e.g., reported in [15]. Still, the model used and
the algorithms proposed are general and can be extended, if a
higher number of adjacent wavelengths cause interference. The
case where for all , where is the total number
of wavelengths supported in the system, resembles the setting
that we have previously examined in [17], where all the wave-
lengths of a link cause (substantial) interference to each other.
Thus, the cross-rate interference model proposed in this paper is
more general and includes [17] as a special case. Moreover, the
proposed model is also flexible in the opposite direction, since
it also includes the special case where cross-rate interference is
not present, corresponding to and/or , for
all .
In the next section, we propose algorithms that use the effec-

tive length model presented earlier to plan an MLR network.

III. REACH-ADAPTING MLR ALGORITHMS

We are given a network , where denotes
the set of nodes and denotes the set of (point-to-point)
single-fiber links. We are also given the actual (physical)
lengths of all links . Each fiber is able to support a
set of distinct wavelengths, and a set

of different bit rates. Each rate is as-
sociated with a certain modulation format. Moreover, each rate
has an interfering wavelength distance threshold and an
effective length factor , for all . The length of link
, normally , is adapted to effective length for lightpath

, depending on the other lightpaths that cross link ,
according to (1). We are also given transmission reach bounds
and the corresponding transponder costs for all the rates
supported in the network. It is natural to assume that the

cost of a transponder is higher for higher transmission rates
. Since the transmission reach of a modulation format/rate
decreases as we move from lower to higher rates, e.g., from
10- to 40-Gb/s and from 40- to 100-Gb/s transmissions, there
should be a cost benefit for using higher rates. Thus, the ratio of
the transmission rate over the cost of the transponder (which is
the per bit transmission cost) should be higher for higher
rates, or otherwise there would be no cost benefit of using
higher rates. We assume an a priori known traffic scenario
given in the form of a matrix of aggregated demands in
gigabits per second, called the traffic matrix. Then, denotes
the requested bandwidth from source to destination , i.e.,

is the end-to-end demand of commodity .
The objective of the RWA algorithm for planning an MLR

system is to serve all traffic, described in , and minimize the
total cost of the transponders, related to the number and type
of the transponders of different line rates used. Moreover, each
lightpath selected in the solution has to satisfy an adaptive trans-
mission reach constraint, modeled through the use of the effec-
tive lengths of the links that vary according to the utilization
state of the network and the modulation formats/rates used, as
described in (1) and (2).
In the following, we present two sets of reach adapting

algorithms to solve the planning problem of transport MLR
systems. We describe algorithms to plan transparent networks,
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i.e., networks with short lengths where lightpaths do not re-
quire regeneration, and also algorithms to plan translucent
networks where regeneration may have to be performed at
certain nodes in the network. We start by describing combi-
natorial optimization algorithms based on ILP formulations
to plan transparent and translucent MLR networks. Since
these formulations cannot be solved efficiently for large input
instances, we also propose heuristic algorithms that solve the
planning MLR problems sub-optimally, but in polynomial
time, by sequentially serving one-by-one the demands. The
order in which demands are considered plays an important role
in the performance of the heuristic algorithms. We propose
and evaluate one ordering policy and also use a simulated
annealing (SimAn) metaheuristic to find good orderings that
yield near-optimal performance.

A. ILP Algorithms

1) Transparent MLR Networks: In this section, we focus on
transparent MLR networks, which do not support regeneration,
so that all connections are established end-to-end through trans-
parent lightpaths. The proposed algorithm precalculates in a pre-
processing phase for each source–destination pair a set of
candidate paths , using a variation of the -shortest path

algorithm: at each step, a shortest path is selected and the costs
of its links are increased (doubled in our experiments) so as to
be avoided by the paths found in subsequent steps. The paths
obtained in this way tend to use different edges, so that they are
more representative of the path solution space. Other -shortest
path algorithms are also applicable. We denote by
the set of all precalculated paths.
Variables:

Boolean variable. It is equal to 1 if transparent light-
path , i.e., wavelength with rate over path

, is used to serve the commodity , and is
equal to 0, otherwise.

Boolean variable. It is equal to 1 if at least one con-
nection of rate is transmitted over link using a
wavelength in the range

, and is equal to 0, otherwise. Thus,
is equal to 1 if at least one lightpath of rate causes
cross-rate interference to a lightpath crossing
link .

Objective:

subject to the following constraints.
1) Capacity constraints:

(C1)

2) Single wavelength assignment constraints:

(C2)

3) Link-wavelength-rate utilization constraints:

For all , for all , for all

(C3)

where is a large constant.
4) Effective length constraints:
For all , for all , for all

(C4)

Constraints (C1) ensure that the lightpaths chosen to serve
an end-to-end demand should have total capacity at least equal
to the requested demand. Constraints (C2) prohibit the assign-
ment of a wavelength to more than one lightpaths crossing the
same link. Constraints (C3) identify cross-rate interfere among
lightpaths so as to set accordingly the corresponding vari-
ables. To do so, constraints (C3) take into account the utiliza-
tion of the lightpaths of the network. If at least one lightpath or
rate crosses link using wavelength ’ within interfering dis-
tance from the examined wavelength , then is forced
to take the value of one. Then, variables are used in con-
straints (C4) to calculate the effective lengths of the lightpaths,
based on the effective lengths of their links. The left-hand side
of (C4) calculates the effective length of a lightpath
according to (2). Then, the lightpath’s effective length is con-
strained to be less than the accepted transmission reach at that
rate [see right-hand side of (C4)]. Thus, constraint (C4) en-
ables or disables the use of the specific lightpath: if the effective
length of lightpath is higher than the threshold, vari-
able is forced to take the zero value, in which case lightpath

cannot be used in the solution.
The constant used in constraints (C3) has to take values

larger than . This is the highest value that the left-hand
side of (C3) can take, which corresponds to the case that all
adjacent wavelengths within distance from each side of the
examined wavelength are all utilized by lightpaths of rate
that cross link .
2) Tranlucent MLR Networks: In this section, we consider

the planning of translucent MLR networks in which signal
regeneration can be performed at intermediated nodes of an
end-to-end connection. We assume that a regenerator is im-
plemented by a transponder (transmitter–receiver connected
back-to-back), and thus, its cost is same as the cost of the
transponder of the same rate. However, we also comment
on how to extend the proposed formulation to capture the
case that the costs of the regenerators are different than the
corresponding costs of the transponders. Following the pre-
vious specification, when a lightpath is regenerated, it can
also change its wavelength. Thus, a regenerator functions also
as a wavelength converter. We assume that all nodes can be
equipped with regenerators and there is no constraint on the
number of regenerators that can be installed on each node.
The algorithm again precalculates a set of candidate

paths between all pairs of nodes and . Note that in this case,
the nodes and can be intermediate nodes of a translucent
end-to-end connection, instead of the actual source and desti-
nation nodes of the end-to-end connection, which was the case
in transparent networks.
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Variables:

Boolean variable. It is equal to 1 if lightpath ,
i.e., wavelength with rate over path , is
utilized to connect , and is equal to 0, otherwise.

Boolean variable. It is equal to 1 if at least one con-
nection with rate is transmitted over link using a
wavelength in the range

, and is equal to 0, otherwise.

Integer variable. Equals to the number of lightpaths
of rate between nodes and that are used to serve
commodity .

Note that in this formulation, indicator variable may
correspond to a lightpath that serves transparently an
end-to-end demand between the given source and destination
pair , or to an intermediate lightpath of a translucent con-
nection that is realized by a series of lightpaths. In the latter case,
the start and/or the end of the lightpath are intermediate
regeneration node(s) for the translucent connection. Variables

are used as flow variables that identify the lightpaths used
to serve the traffic of commodity . The lightpaths identi-
fied by the variables are realized though specific paths and
wavelengths by the corresponding variables.
Objective:

subject to the following constraints.
1) Capacity constraints—source node:

(C5)

2) Capacity constraints–destination node:

(C6)

3) Flow constraints:

(C7)

4) Lightpath assignment constraints:

(C8)

5) Single wavelength assignment constraints:

(C9)

6) Link-wavelength-rate utilization constraints:

(C10)

TABLE I
NUMBER OF VARIABLES AND CONSTRAINTS

where is a large constant, as earlier.
7) Effective length constraints:

(C11)

Constraints (C5) ensure that the lightpaths that start from the
source node of an end-to-end demand have total capacity higher
than the requested demand. Constraints (C6) function in a sim-
ilar way at the destination node, while constraints (C7) ensure
the flow conservation of lightpaths at intermediate regeneration
nodes. Actually, constraints (C6) can be omitted, since the flow
conservation constraints (C7) are applied to all nodes except for
the source and destination, and thus constraints (C7) indirectly
enforce the destination to act as the sink of each flow. Con-
straints (C8) assign paths and wavelengths to the required light-
paths between all node pairs of the network. Finally, constraints
(C9), (C10), and (C11) are exactly the same as constraints (C2),
(C3), and (C4) of the transparent formulation.
To capture the case where regenerators have different costs

than the corresponding transponders, we have to change the
minimization objective and defined it as a function of the
variables and not the variables. The variables can be
used to distinguish between the first (source-initiated) and the
intermediate (regenerated) lightpaths of a translucent connec-
tion.
Note that the proposed formulation for translucent MLR net-

works is an extension of the formulation for transparent MLR
networks, presented in the previous section. It actually solves
a virtual topology problem on top of the transparent planning
problem. Other approaches could be followed to formulate the
translucent ILP problem, which could be even more efficient,
but we have intentionally chosen to extend the transparent for-
mulation so as to have a consistent approach to the whole MLR
problem.
Table I presents the number of variables and constraints re-

quired in the aforementioned ILP formulations. In this table,
we denote by the number of nodes, by the
number of links, by the number of wavelengths, by

the number of different rates, and by the number of
precalculated candidate paths per connection.

B. Heuristic Algorithms

Since the aforementioned ILP formulations cannot be solved
efficiently for large networks, it is desirable to obtain efficient
heuristic algorithms. The heuristic approach we will propose
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consists of three phases. In the first phase, the algorithm breaks
the demands into end-to-end connections of specific rates. In the
second phase, the demands are ordered according to some crite-
rion. Then, in the third phase, a heuristic algorithm designed to
sequentially establish connections is used. The algorithm serves
the connections of the same rate for all commodities of the net-
work one after another, in the ordering identified in the second
phase, and then moves to serve the connections of the next rate.
In this way, the same rate/format connections are established in
closely adjacent wavelengths, reducing cross-rate interference
effects. The algorithm works for both transparent and translu-
cent networks with small differences in the first and third phases,
which will be indicated in the following paragraphs.
1) Breaking the Demands Into Supported Rates: To serve

the demand of commodity , the algorithm first splits its
requested capacity into the bit rates supported by the net-
work, while minimizing the cost of the used transponders. We
denote by the set of connections for all rates that are used
for commodity , and by the number of connections of
a specific rate . To find , we use the following algo-
rithm.
i) In the case of a transparent network, we precalculate for

commodity a set of candidate paths (see the dis-
cussion in Section III-A1 regarding the algorithm used). The
lengths of the paths define the highest rates that can be used for
transmission over these paths. For example, a path with
length can use all rates for which , where
is the transmission reach for rate . For commodity , we
denote by the set of rates that can be supported by all pre-
calculated paths . The problem of minimizing the cost of the
transponders for can be formulated as follows:

This problem can be solved optimally for a network that sup-
ports three rates, e.g., 10/40/100 Gb/s, but may be difficult in
the general case where the network supports many rates. So, to
be more general, instead of solving this problem for the given
rates of interest, we use a heuristic algorithm that employs re-
cursion. The recursive algorithm starts by the highest transmis-
sion rate, going downward. At each examined rate , the al-
gorithm either covers completely the requested capacity with
connections of rate , utilizing transponders of rate
, or it uses transponders of rate and the remainder

capacity is covered by transponders of lower
rates, using recursion to calculate the cost of the lower rate
transponders. The costs of these two options are calculated and
the algorithm selects and returns the one with the smaller cost.
The pseudocode of this algorithm is presented in Fig. 3. The
recursive algorithm examines breaking options,
irrespective of the value of , which is polynomial in .
ii) In the case of a translucent network, we again precalculate

for commodity a set of candidate paths. However,
in this case, the network can utilize regenerators to support rates
over paths that are longer than the corresponding transmission
reach thresholds. Given a path rate cannot be used over it, if
there is a link on with length more than (we permit regen-
eration only at node locations); otherwise, rate can in principle
be used on . Let be the number of regenerators required for

Fig. 3. Pseudocode for breaking a requested demand to the available rates.

rate over path . To identify the minimum number and the
placement of regenerators for a given rate over a path, we tra-
verse the links of the path starting from the source. We keep the
length of the path in a temporary variable that is initialized to
zero. For each link we traverse, we add its length, until the tem-
porary length of the path surpasses . At that point, we add a
regenerator at the starting node of the last added link and reini-
tialize the temporary length of the path to be equal to the length
of that link. After calculating for all precalculated paths, we
set, for each rate . The problem of mini-
mizing the cost of the transponders for can be formulated
as follows:

assuming that the cost of a regenerator is the same as that of
a single transponder. If this is not the case, we can modify the
aforementioned definition to use different cost values for the
transponders and the regenerators. Note that this is the same
as the related problem for transparent networks, but having
transponder cost equal to ).
Again the aforementioned problem can be solved easily for a

network that supports a small number (e.g., 3) rates, but we also
developed a recursive heuristic, similar to the one presented in
Fig. 3, to solve it in a quick and efficient way for a larger number
of rates.
2) Ordering the Demands and SimAn: The heuristic algo-

rithm that will be described in the following paragraph estab-
lishes connections, one-by-one, in some particular order. The
ordering in which the commodities are served is quite important
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in this process, and different orderings result in planning solu-
tions of different costs. We implement the following ordering
policy:

Highest Demand First (HDF) ordering: We order the
demands according to their requested rate, and serve first
the demand that requires the highest rate.

A number of other policies can be easily defined, based on the
length and hop count of the paths used by the demands, and/or
other network and traffic parameters. However, since the per-
formance of specific policies depends on many parameters, it
is quite difficult to come up with a good ordering policy that
would yield good performance for diverse inputs. Thus, to find
good orderings, we use a SimAn metaheuristic, which works as
follows. We start with the HDF ordering and calculate its cost
(viewed as “energy” in the Simulated Annealing (SimAn) ter-
minology) by sequentially serving the connections, using the
heuristic algorithm described in Section III-B3 (this is the “fit-
ness function” in the SimAn terminology). For a particular or-
dering of demands, we de-
fine its neighbor as the ordering, where is interchanged
with for some and . To generate a random neighbor,
we choose pivots and uniformly among the
demands. We use this random neighbor creation procedure and
the single demand heuristic as the fitness function in a typical
SimAn iteration.
3) Sequential Heuristic Algorithm: For each link , we define

a Boolean wavelength-rate availability vector

whose th element is equal to 0 if the th wavelength of link
is utilized by a connection of rate , and equal to 1, otherwise.
Then, the wavelength availability vector of link is given by

(3)

where “&” denotes the Boolean AND operation. Note that the
wavelength availability vector does not distinguish among
different rates, as wavelength-rate availability vector does.
The wavelength availability vector of a path consisting of

links can be computed as follows:

(4)

Thus, the element is equal to 1 if wavelength is available
for transmission over path . Note that (4) enforces the wave-
length continuity constraint among the links comprising a path.
We start with an “all ones” links wavelength-rate availability

vectors, to map an initially completely empty network. We pre-
calculate candidate paths , for each commodity . We
denote by the set of established lightpaths in the network. Ini-
tially, .
We sequentially establish the connections of a specific rate

for all commodities and then move to serve the next rate con-
nections. We start from the connections of the highest rate, and
then continue to lower rates. For a given rate, the commodities
are served according to the ordering defined in the second phase

of the algorithm. When establishing a lightpath, we take into
account the lightpaths established up to that point. So, for each

and for each commodity , we establish the corre-
sponding calculated in the first phase of the algorithm. After
establishing a connection, we update the wavelength-rate avail-
ability vectors for the links that comprise the chosen path
and also update the set of established lightpaths . Thus, at each
step, the choices made are stored so as to affect the following
connections. Note that the algorithm serves the connections of
the same rate one after another and assigns wavelengths to them
that are quite close to each other. In this way, cross-rate interfer-
ence is reduced, since the connections of the same rate are not
affected by such effects .
We now describe the single demand heuristic algorithm for

the case of a transparent network.Wewant to establish light-
paths for under the current utilization state of the network,
given in the form of the wavelength-rate availability vectors
, for all and , and the established lightpaths up to that

point. We calculate the wavelength utilization of the pre-
calculated paths , using (3) and (4). For the given rate
, we examine only the paths that can support the specific rate,
starting from the shortest path. We order the available wave-
lengths over these paths according to the most used wavelength
(MUW) policy. Then, for each available wavelength, we check
if the corresponding lightpath (identified by the path, wave-
length, and rate tuple) has acceptable total effective length to
support the transmission of the specific rate. To evaluate this,
we use the wavelength-rate availability vectors to identify
the interfering established lightpaths, and then use (1) to calcu-
late the effective lengths of the links. Then, we use (2) to cal-
culate the effective length of the lightpath and compare it to the
transmission reach threshold . We also check the effect that
establishing this new lightpath would have on the already es-
tablished connections. In particular, we calculate again the ef-
fective lengths of the already established connections in that
are affected by the new lightpath and check if the acceptance
of the new lightpath will violate their transmission thresholds.
This second set of checks is very important, since inserting a
new lightpath might turn infeasible some of the already estab-
lished lightpaths, canceling the previous correct choices made
by the algorithm. If all checks are passed, then the lightpath is
established. Thus, we update and and we also decrease
so as to know at each point the number of lightpaths of rate
that remain to be established for . For the given rate , we
continue to check the available wavelengths over all paths until
either or there are no remaining available wavelengths
to check. In the latter case, the remaining unserved connections
are blocked. We continue with establishing lightpaths for the
next commodity, i.e., the next source–destination pair, in the or-
dering defined in the second phase of the algorithm. After all
commodities are served, we move to the next rate and start from
the first commodity of the ordering, and so on, until all rates are
examined. For a given rate and a given commodity, the single
demand heuristic algorithm returns the number of blocked light-
paths and also the updated wavelength-rate availability vectors
and the updated set of established lightpaths. Fig. 4 presents the
pseudocode of the heuristic algorithm for establishing con-
nections of rate for commodity .
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Fig. 4. Pseudocode of the algorithm for establishing connections of rate
for commodity .

The previously described algorithm is a quick and efficient
greedy algorithm that establishes for each demand the light-
paths defined in the first phase of the algorithm. Precalculation
of paths is used for speeding up the procedure, especially in the
SimAn variation of the algorithm, where the algorithm is exe-
cuted multiple times for the different orderings. The algorithm
returns the total number of blocked connections for all
pairs, for the given number of available wavelengths. Since we
are considering the planning problem of an MLR network, we
are interested in finding the minimum number of wavelengths
that can satisfy the demands with zero blocking, what we call a
zero-blocking solution. To find zero-blocking solutions, we it-
eratively increase the number of available wavelengths until we
can serve all demands without blocking.
In a similar manner, we develop a heuristic algorithm for the

case of a translucent network. The difference in the translucent
network case is that for each path that we pre-calculate, we also
identify the regeneration points for each rate (see the discus-
sion in phase 1 about finding the number of regenerators ).
Thus, an end-to-end connection can be served by a single trans-
parent lightpath, or broken down into a tandem of transparent
lightpaths to form a translucent connection. When establishing
a transparent lightpath, the process is exactly as previously de-
scribed. When establishing a translucent connection, we estab-
lish the series of lightpaths that comprise it. Each lightpath in

this series is established as a separate connection, by using (4),
to compute the wavelength availability of the corresponding
path, thus enforcing the wavelength continuity constraint along
its links. The wavelength continuity constraint is not enforced
among the different lightpaths comprising a translucent connec-
tion, since the regenerators that are allocated can also perform
wavelength conversion. This is why the lightpaths of the series
that define the translucent connection are considered as separate
and individual demands.

IV. PERFORMANCE RESULTS

We carried out a number of simulation experiments to eval-
uate the performance of the proposed reach-adapting MLR al-
gorithms. We implemented both the ILP and the heuristic algo-
rithms in MATLAB. We used ILOG CPLEX to solve the cor-
responding ILP problems and MATLAB’s built in SimAn tool.
We performed two sets of experiments, so as to evaluate the
proposed algorithms in transparent and translucent network set-
tings.
We assumed that the network supports three transmission

rates, and in particular 10-, 40- and 100-Gb/s, using e.g., OOK,
QPSK, andDQPSK transmitters, respectively. The transmission
reaches were taken equal to 2500, 1500, and 800 km, and
the relative costs of the transponders were set to 1, 2.5, and 5.5,
respectively, driven from [9] and [10]. Note that, as previously
discussed, as we move to higher rate transmitters, the cost per
bit decreases, but also the transmission reach decreases. Unless
otherwise stated, in the simulations, we have set the effective
length factors , for all , and the wavelength
interfering distance thresholds , for all . For all
the algorithms we used candidate paths.

A. Transparent Network Experiments

We performed experiments assuming two transparent net-
work topologies: the simple six-node topology shown in
Fig. 5(a), and the generic Deutsche Telekom network topology
consisting of 14 nodes and 46 directed links shown in Fig. 5(b).
For the simple six-node topology [see Fig. 5(a)] and for a

given traffic load, we randomly created ten traffic matrices,
where the requested capacity for each pair was an expo-
nential random variable with average the given traffic load. We
created matrices for loads ranging from 10 to 100 Gb/s, with
a 15-Gp/s step. Table II reports the average cost, the average
number of wavelengths , and the average running time for
the different values of the load and the different algorithms. In
particular, we examined the performance of the reach-adapting
ILP algorithm for transparent networks (see Section III-A1), the
heuristic algorithm (see Section III-B) using the HBF ordering
policy and also using SimAn metaheuristic with 10, 100, and
1000 iterations.
We also report what we call the “zero-cross-rate interference”

and the “worst-cross-rate-interference” ILP cases for these ex-
periments. In the zero-cross-rate-interference case, which cor-
responds to the best possible case, we assumed that the net-
work is not subject to cross-rate interference, i.e., reaches do not
decrease by cross-rate interference effects and remain always
equal to 2500, 1500, and 800 km, for the 10-, 40-, and 100-Gb/s
transmissions, irrespectively of the utilization of the network.
To obtain the results for the zero-cross-rate case, we used the
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TABLE II
PERFORMANCE OF THE TRANSPARENT ALGORITHMS FOR THE SMALL NETWORK (TEN TRAFFIC MATRICES PER LOAD)

Fig. 5. (a) Six-node network topology. (b) Generic DT network topology, with
14 nodes and 23 undirected links.

reach-adapting ILP algorithm of Section III-B and assumed that
, and/or that . In the worst-cross-rate-inter-

ference case, we assumed that the reaches of the connections are
reduced due to always present cross-rate interference. To obtain
the results for the worst case, we used the reach-adapting ILP
algorithm of Section III-B and divided the default transmission
reach bounds by 1.2 (remember that we have two interfering
rates for each rate under examination), which is equal to the

worst case increase of the effective length, and also set
, and/or that . In other words, the zero-cross-rate-
interference and the worst-cross-rate-interference cases corre-
spond to a typical MLR algorithm with different transmission
reach bounds, without considering the adaptation of the trans-
mission reaches of the connections. Note that, in the literature,
heuristic algorithms assuming the worst-cross-rate-interference
have been examined [8], [15]. Thus, the comparison of the pro-
posed algorithms with the worst case is indicative of the im-
provement of the proposed algorithm over previous works. On
the other hand, the comparison of the proposed algorithms with
the zero-cross-rate-interference case helps us quantify the de-
gree to which the proposed algorithms can find solutions that
avoid the cross-rate interference effects.
FromTable II, we can observe that the optimal reach-adapting

ILP algorithm was able to track solutions with average times up
to a few seconds (78 s for load=100-Gb/s). The performance of
the proposed heuristic is quite good and was able, in all cases,
to find solutions with transponders cost equal to that reported by
the optimal ILP. This shows that the first phase of the heuristic
algorithm (see Section III-B1) succeeds in dividing the con-
nections to the optimal number of lightpaths. These lightpaths
are then established in the third phase of the algorithm (see
Section III-B3), using the available wavelengths. We can see
that the heuristic algorithm requires different number of wave-
lengths to find zero-blocking solutions, depending on the or-
dering that is used (see Section III-B2). When using SimAn
with 1000 iterations (1000 corresponds to the different order-
ings that are examined), the number of wavelengths required
to find zero-blocking solutions were equal to that of the ILP
algorithm. The running time of SimAn with 1000 iterations is
comparable to that of the ILP algorithm, while as stated earlier,
the wavelength and transponder cost performance are the same.
As the number of SimAn iterations decreases, the number of
wavelengths required to find zero-blocking solutions increases.
The case where we use only one ordering, and in particular the
HDF ordering, without employing SimAn, has obviously the
worst performance in terms of the number of wavelengths re-
quired to serve the traffic. As expected, the running time of the
heuristic algorithm decreases as the number of SimAn iterations
decreases. Thus, using SimAn, we obtain a tradeoff between the
running time and the wavelengths performance. At least for this
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Fig. 6. Average number of wavelengths as a function of the interference dis-
tance and the effective length factor .

small network, the results show that even with few SimAn it-
erations (e.g., 100), we can have wavelength performance quite
close to the optimal solution found by the ILP and very low av-
erage running times.
Also, from Table II, we can observe that the cost and the

number of wavelengths reported for the reach-adapting ILP al-
gorithm are equal to those reported for the zero-cross-rate-inter-
ference case. This shows that the proposed reach-adapting ILP
algorithm (and the heuristic) is able to assign wavelengths ef-
fectively to the connections so as to absorb cross-rate interfer-
ence. On the other hand, the number of wavelengths required as-
suming worst-case cross-rate interference is higher, and so is the
transponders cost. This is because under the worst-cross-rate in-
terference scenario, the effective lengths of the paths are larger,
or, equivalently, the transmission reaches are shorter. This re-
sults in many paths in the network being considered infeasible
(even though they are not), negatively impacting the wavelength
and cost performance of the network. The running time of the
reach-adapting ILP algorithm compared to the zero- and worst-
cross-rate-interference ILP cases is higher, due to the additional
active constraints [see constraints (C3) and (C4)] that formulate
the adaptation of the effective lengths.
Fig. 6 presents the average number of wavelengths required

to find zero-blocking solutions with the reach-adapting ILP al-
gorithm for load equal to 70 Gb/s and for different values of
the interference distance and effective length factors .
From this graph, we can observe that the proposed algorithm is
able to exploit the wavelength domain and avoid cross-rate in-
terference even for high values of the interference distance pa-
rameter . In particular, the average number of wavelengths
does not change for values up to and remains equal
to 8.4, which is the average number of wavelengths for the best
case ( , zero-cross-rate). Even for high values of ,
the increase in the average number of wavelengths required to
absorb cross-rate is not significant. Note that the case that
is equal to the number resembles the problem setting previ-
ously examined in [17].
Also, from Fig. 6, we can observe that network performance

deteriorates significantly even for small increases of the effec-
tive length factor . Thus, the dependence of the perfor-
mance on is more significant than the dependence on .
The effective length factor affects directly the decrease
of the transmission reach (increase of the effective length), and
large values of turn many paths unusable, if they are sub-
ject to cross-rate interference. Thus, at high values of ,

the algorithm spreads the lightpaths, leaving wavelength space
between them, to avoid the cross-rate interference effects, in-
creasing in this way significantly the average number of wave-
lengths required to find the solution. It is worth noting that the
running times of the reach-adapting ILP algorithm deteriorate as
the parameters and increase. High values of these pa-
rameters correspond to stronger cross-rate interference effects.
The problem becomes more complicated and the algorithm has
to search many more options to avoid these stronger interfer-
ence effects, resulting in increased running time. The results
presented in Fig. 6 have been produced by stopping the ILP al-
gorithm after running for 2 h per instance.
Next, we performed experiments for the DT network [see

Fig. 5(b)]. We used a realistic traffic matrix for year 2009 and
traffic predictions for the following years (please refer to deliv-
erable D2.1 in www.diconet.eu/deliverables.asp). In this traffic
matrix, the capacity requirements among the demands range
from 4.5 up to 47 Gb/s, with an average of 15 Gb/s. We uni-
formly scaled up the reference traffic matrix to obtain traffic
matrices up to eight times larger than that, corresponding to
the expected traffic growth in the following few years. Table III
shows the corresponding results. In this set of experiments for
the DT network, the optimal ILP algorithm could not track solu-
tions for high loads, and in particular for loads higher than four
times the reference traffic matrix, within reasonable time, i.e.,
within 2 h. The same holds for the results obtained under the
zero- and worst-cross-rate-interference assumptions, for which
we also were not able to track solutions within 2 h for loads
higher than 4. Note that for loads lower than 4, the majority
of traffic is served through 10- and 40-Gb/s connections, while
for higher loads 100-Gb/s connections start to appear, compli-
cating the problem to a greater extend. Even for the low loads
for which we obtained optimal ILP solutions, we can see that the
number of wavelengths required by SimAn is quite close to the
optimal solution, at least when 1000 iterations were used. As ex-
pected, the wavelength performance of the heuristic algorithm
deteriorates, while the running time improves as the number of
iterations decrease. Again, the running time of the heuristic can
be controlled by the number of SimAn iterations that are per-
formed.

B. Translucent Network Experiments

We now turn our attention to the case of translucent networks
and evaluate the performance of the corresponding ILP (see
Section III-A2) and heuristic algorithms (see Section III-B).
We start by reporting the results obtained for the small six-

node network of Fig. 5(a). This is a network that has relatively
small link distances that can be planned transparently quite ef-
ficiently, as done in the previous section (see Table II). We used
the same network and traffic in order to observe the difference
between the functioning of the transparent and the translucent
algorithms.
In Fig. 7, we report the average transponder cost as a function

of the number of available wavelengths in the network found
by the translucent reach-adapting ILP algorithm. When the
number of available wavelengths is small for a given load, the
translucent algorithm decides to utilize higher rate transponders
and more regenerators, so as to save wavelengths that are the
constraining and scarce network resource in this case. Thus,
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TABLE III
PERFORMANCE OF THE TRANSPARENT ALGORITHMS FOR THE DT NETWORK

for low number of wavelengths, the algorithm utilizes a high
number of expensive transponders (including the regenerators)
and yields a high total transponder cost. As the number of
wavelengths increase, the algorithm utilizes more efficiently
the heterogeneous transponders/rates, reducing the cost, which
converges to that of the transparent algorithm. Indeed, for
the number of wavelengths reported for the transparent ILP
algorithm in Table II, the translucent algorithm finds exactly
the same solutions. Note that the transparent network is a
special case of the translucent network in which no regen-
erators are employed. In a network that can be planned in a
transparent way, such as the one that is considered in this set
of experiments, the optimal cost solution would always be to
plan the network transparently without the use of regenerators.
When the available wavelengths are sufficient to accommodate
transparently the traffic, the optimal translucent algorithm
converges and finally produces a transparent solution that has
the minimum cost. This behavior has been verified in this set
of experiments. When the number of wavelengths is small,
however, the translucent algorithm explores solutions that use
more expensive higher rate transponders that have higher cost
but save the scarce wavelength resources. Note that, as Fig. 7
shows, the average cost converges slowly and the values are
quite close to the optimal-transparent-solution many wave-
lengths before the optimal solution is found. Thus, it seems
very efficient to use the translucent algorithm to obtain, e.g.,
20% reduction in the required wavelengths with an increase of
about 2% in the transponders cost. In any case, the reductions
depend on the traffic and network parameters, so they have to
be evaluated for each problem instance separately.
Next, we doubled the lengths of the links of the small network

of Fig. 5(a) so as to turn it to a translucent network. Table IV
reports the average cost, the average number of wavelengths,
and the average running times for the different load values and
the different algorithms. We can again observe that the perfor-
mance of the heuristic algorithm with SimAn is quite close to
that of the optimal ILP algorithm. In all cases the heuristic algo-
rithm is able to find the same total transponder cost (first phase
of the heuristic), while using a close to optimal number of wave-
lengths. However, compared to the transparent case, where we
had a total match in terms of the number of wavelengths re-
quired between the heuristic and the optimal ILP algorithm,
we can observe that in the translucent case, the heuristic al-

Fig. 7. Average transponders cost as a function of the number of available
wavelengths for different loads found by the ILP translucent algorithm for the
small-network topology.

gorithm is not that close to the optimal solution. This is be-
cause the translucent problem is quite more complicated than
the transparent one, since it also includes choices for the al-
location of the regeneration points. The heuristic translucent
algorithm assumes a specific regeneration placement for each
connection (the placement that minimizes the number of re-
generators for that connection—see discussion in first and third
phases of the heuristic), which might not always be optimal
for the concurrent establishing of all the lightpaths in the net-
work. Remember that regenerators function also as wavelength
converters, so at regeneration points the wavelength continuity
constraint is relaxed, resulting to a smaller number of required
wavelengths. The optimal reach-adapting ILP algorithm that
searches among all possible regeneration options for all con-
nections can find better solutions, at least for this small network
where we can track optimal solutions. Also, from Table IV,
we observe that the performance of the reach-adapting ILP al-
gorithm is identical to that of the zero-cross-rate-interference
ILP case, in terms of transponders cost and number of required
wavelengths. Thus, the proposed reach-adapting translucent al-
gorithms (ILP and heuristic) are able to absorb the cross-rate
interference among the connections by intelligently assigning
wavelengths to them. On the other hand, the performance of the
ILP worst-cross-rate-interference algorithm is inferior, since it
results in increased transponders cost and more required wave-
lengths.
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TABLE IV
PERFORMANCE OF THE TRANSLUCENT ALGORITHMS FOR THE SMALL NETWORK WITH DOUBLE LENGTHS (TEN TRAFFIC MATRICES PER LOAD)

TABLE V
PERFORMANCE OF THE TRANSLUCNET HEURISTIC ALGORITHM FOR THE GEANT NETWORK

Finally, we also performed experiments assuming a real-
istic translucent network topology. In particular, we used the
GEANT-2 network topology and a realistic reference traffic
matrix, which we again scaled it up to eight times (please refer
to deliverable D2.1 in www.diconet.eu/deliverables.asp for the
topology and the reference traffic matrix). Table V reports the
corresponding results only for the heuristic algorithm, since
the ILP algorithm was not able to track solutions within a 2-h
limit. From this table, we can verify that the proposed heuristic
algorithms are able to find solutions for realistic networks and
traffic matrices in reasonable time. Again using SimAn we are
able to control the running time of the algorithm by tradingoff
wavelengths to performance.

V. CONCLUSION

We presented algorithms for planning MLR optical trans-
port networks. In MLR systems, the transmission reach can
differ significantly from those typically used in SLR systems.
Wemodeled the cross-rate interference due to the different mod-
ulation formats/rates used in an MLR system by defining an ef-
fective length metric that helps us adapt the transmission reach
of the connections based on the utilization state of the network.
We used the effective length metric to formulate the adaptive
reach planning problem for transparent and translucent MLR
optical networks. We initially presented optimal ILP algorithms
for the MLR planning problem for both transparent and translu-
cent networks. We also gave sequential heuristic algorithms,
proposed a specific ordering policy and also used Simulated
Annealing (SimAn) to find even better orderings. Our results
indicated that the proposed algorithms can efficiently utilize
the wavelength domain to absorb cross-rate interference effects.

The algorithms assign wavelengths to the lightpaths so as to re-
duce or avoid cross-rate interference and yield solutions that
have the same transponder cost and utilize the same number
of wavelengths as if no cross-rate interference was present in
the network. The performance of the proposed reach-adapting
algorithms was shown to be superior to that of other planning
algorithms that are based on the worst transmission reach as-
sumption.
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