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Abstract. Ad hoc networks are gaining popularity as a result of advances in smaller, more versatile and powerful mobile computing
devices. The distinguishing feature of these networks is the universal mobility of all hosts. This requires re-engineering of basic network
services including reliable multicast communication. This paper considers the special case of highly mobile fast-moving ad hoc networks
and argues that, for such networks, traditional multicast approaches are not appropriate. Flooding is suggested as a possible alternative
for reliable multicast and simulation results are used to illustrate its effects. The experimental results also demonstrate a rather interesting
outcome that even flooding is insufficient for reliable multicast in ad hoc networks when mobility is very high. Some alternative, more
persistent variations of flooding are sketched out.
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1. Introduction

Recent advances in portable computing devices and wire-
less communication technology have made it possible to stay
connected anywhere, anytime. In the near future, users will
be able to move freely and still have seamless, reliable and
high-speed network connectivity. Portable computers and
hand-held devices will do for data communication what cel-
lular phones are now doing for voice communication.

Traditional network mobility focused on roaming, which
is characterized by hosts connecting to the fixed-infrastruc-
ture internet at locations other than their well-known home
network address. Hosts can connect directly to the fixed
infrastructure on a visited subnet through a wireless link
or a dial-up line. These so-called traditional (or fixed-
infrastructure mobile) networks raise issues such as address
management but do not require significant changes to core
network functions such as routing.

Multi-hop Ad Hoc Networks (AHNs) refer to – mostly
wireless – networks where all network components are mo-
bile. In an AHN there is no distinction between a host and a
router since all network hosts can be endpoints as well as for-
warders of traffic. In contrast with fixed-infrastructure net-
works, AHNs require fundamental changes to network rout-
ing protocols, including multicast routing and packet for-
warding.

Little has been done to-date as far as providing support
for multicast communication in AHNs. A major challenge
lies in achieving reliable multicast communication in envi-
ronments with universal mobility and frequent node outages
and failures.

To this end, this paper explores the limits of reliable
multicast in very dynamic, high-mobility AHNs and mo-
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tivates the need for new multicast routing protocols aimed
specifically at such networks. We focus on studying flood-
ing as an alternative to multicast routing in very dynamic
AHNs. Flooding emphasizes minimal state and high reli-
ability which makes it very attractive for highly dynamic,
fast-moving AHNs. We present preliminary simulation re-
sults that test the limits of flooding’s reliability as a function
of mobility.

2. Multicast in AHNs

Regardless of the underlying network environment, network-
level multicast is the fundamental enabling technology for
collaborative and, more generally, group communication ap-
plications. In both military (e.g., command and control in
battlefield scenarios) and civilian (e.g., disaster relief) envi-
ronments, group-oriented services such as teleconferencing
and data distribution are anticipated to be some of the key
applications for AHNs.

The challenges raised by multicast routing and packet for-
warding in AHNs are essentially due to their unconstrained
mobility characteristics. Unconstrained mobility implies the
following:

• Individual host behavior independent of other hosts.

• Essentially no limit on host speed.

• No constraints on direction of movement.

• High probability of frequent, temporary network parti-
tions.

The above translates into frequent topology changes
which makes it difficult for a host to maintain timely
multicast-related state information (membership) other than
its own. Furthermore, in many types of AHNs (e.g., where
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hosts are hand-held devices) both storage capacity and
power are severely limited. This is yet another reason to
avoid maintaining and exchanging multicast state.

Another important consideration has to do with the mis-
sion of AHNs. In the critical environments AHNs are most
often deployed (both in military and other emergency situ-
ations), robustness and high quality-of-service are of para-
mount concern. Thus, multicast mechanisms (however at-
tractive otherwise) that cannot provide the highest delivery
guarantees may not be appropriate.

Only recently, routing protocols for AHN multicast
have become an active area of research. Examples of
current research efforts include the On-Demand Multicast
Routing Protocol (ODMRP) from UCLA [8], the multi-
cast extensions to CEDAR by UIUC [14], and the Ad
hoc Multicast Routing protocol utilizing Increasing id-
numberS (AMRIS) from National University of Singapore
and GeorgiaTech [16]. The common denominator among
these approaches is that they all require state to be main-
tained by network elements. In contrast, flooding results in
minimal state retention and high reliability which makes it
a viable candidate for multicast protocols in very dynamic
AHNs.

We also note that a single cure-all multicast solution for
all AHNs is highly unlikely. Relatively stable AHNs with
few host failures, outages and infrequent movements will
lend themselves to approaches different from those best-
suited for highly dynamic and highly volatile AHNs. Con-
sequently, one of the long-term challenges is in determin-
ing the best multicast approach when faced with a specific
AHN configuration and parameters. We envisage a suite of
solutions, each geared towards (and nearly optimal in the
context of) a specific AHN type and host mobility pattern.
This is very much in line with multicast development in fixed
networks such as the Internet. The two modes of Protocol-
Independent Multicast (PIM) [12] (sparse and dense modes)
are a case in point.

3. Desired multicast properties

Multicast routing in highly-mobile AHNs must emphasize
the following:

Robustness versus efficiency. Many multicast routing ap-
proaches rely on state in routers to keep track of multicast
group members. This, coupled with the high volume of rout-
ing information exchanges and slow convergence make tra-
ditional multicast approaches untenable in highly dynamic
AHNs composed of anemic (low-power, low storage capac-
ity) hosts. Therefore, new techniques that stress rapid and
robust delivery must be developed.

Adaptability. AHN behavior can change over time, i.e.,
a very mobile AHN can stabilize in part or as a whole, or,
similarly, a relatively static AHN can suddenly become very
mobile. Different multicast mechanisms are appropriate for
high-mobility and low-mobility AHNs. (The same holds for

sparse and dense AHNs.) Ideally, hosts should be able to
adapt to AHN behavior changes by dynamically switching
among different multicast mechanisms. This must be done
with the minimum of both effort and inconvenience (e.g.,
packet loss). Also, over time, an AHN can experience dras-
tic changes in terms of its collective mobility or, conversely,
its stability.

Unlimited mobility. Some multicast solutions are geared
towards discrete mobility whereby periods of movement are
interspersed with periods of rest. Some others assume limits
on direction, speed and number of simultaneously moving
hosts. In contrast, we stress continuous and high mobility of
all AHN components.

Integrated multicast. Multicast solutions for AHNs will
most likely differ substantially from those for fixed networks
(one of the main reasons is the marked difference in trans-
mission rates). In order to offer seamless and integrated mul-
ticast service, new mechanisms must be developed for inter-
operation of fixed and wireless multicast solutions.

4. Problem scope

As mentioned above, our focus is on multicast routing in
highly-mobile AHNs. This is a challenging and, until re-
cently, relatively little explored area. We note that, in con-
trast, multicast routing in fixed-infrastructure mobile net-
works presents only a few engineering obstacles. These is-
sues (which mainly have to do with the last hop delivery and
membership tracking) are not discussed in this paper.

Multicast mechanisms for other, less dynamic types of
AHNs have been proposed. As discussed in section 8,
relatively slow-moving AHNs lend themselves to adapta-
tions of traditional, state-based multicast methods such as
PIM [5,12]. Alternatively, slow-moving AHNs can be
amenable to multicast extensions of discovery-based (or on-
demand) routing methods such as DSR [9]1. Also, mul-
ticast in hierarchical or clustered AHNs with fairly static
cluster-level topology and little inter-cluster migration can
be accommodated by traditional multicast methods for inter-
cluster routing [13].

Our starting hypothesis is that reliable multicast in very
dynamic high-speed AHNs is untenable with traditional
multicast mechanisms, which are based on state built by
routers. On-demand AHN multicast methods operate by
amortizing the cost of flooding-based destination discovery
over subsequent data packets. However, collecting paths to
a set of destinations is useless if it is all but certain that
the destinations will move by the time the next packet is
sent. Proactive state-based methods derived from PIM (e.g.,
ST-WIM) suffer from the same problem. Keeping accurate
state about the multicast group membership of all nodes’
neighbors is difficult if the set of neighbors changes at a very
high rate.

1 A multicast-flavored DSR would use per-source flooding to build a path
tree to multicast group members.
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In light of the above it seems natural to consider plain
flooding which, although heavy-handed in terms of over-
head, typically obtains the best results in terms of reliable
delivery. However, we postulate that – in the types of AHNs
we consider – flooding does not provide the high reliabil-
ity comparable to that it provides in static networks or more
stable AHNs. High-speed node movement can preclude re-
ception of a packet.

Simulations allow us to demonstrate this hypothesis by
deriving concrete AHN scenarios where plain flooding fails.
Informally, fails means the following:

Assume that p represents per hop packet transmission de-
lay and d is the maximum AHN diameter. A packet is
sent at time t0 and flooded throughout the AHN. Every
node that receives the packet broadcasts it (exactly once)
to all immediate neighbors. Let t1 � t0 + dp. Assum-
ing that the AHN stays continuously connected2 between
time t0 and t1, there exists at least one node that has not
received the packet.

5. Parameters

Simulations are invaluable when evaluating the performance
of network protocols. They allow extensive exploration of a
protocol’s design space. This includes subjecting the proto-
col to extreme or boundary conditions which are often hard
to reproduce in real-life (or live) experiments.

Thus, when simulating a protocol, it is essential to deter-
mine both the metrics by which to evaluate the protocol’s
performance, as well as the dimensions of the protocol’s de-
sign space. The latter are typically used as parameters of
the simulator representing knobs that can be independently
turned in order to subject the protocol to a range of condi-
tions.

This exercise is particularly hard when evaluating multi-
cast protocols for AHNs. AHNs add movement, a complex
dimension, to the already intricate multicast protocol design
space. Since AHNs are a relatively incipient research area,
well-established mobility patterns to be used when simulat-
ing AHNs are not currently available.

Aside from node mobility, the other design space dimen-
sions of multicast routing in AHNs are listed below. We note
that this is not an exhaustive parameter list.

• Application-specific parameters include total number of
messages sent by each node or the node’s transmit rate,
and the interval nodes wait before forwarding a packet
they receive.

• Multicast group parameters include number of nodes or
node density. Since we are simulating broadcast, the total
number of nodes is equal to the number of recipients. In
the case of multicast, these values are typically different.
We set the number of nodes high enough to be “inter-
esting”, but again low enough to readily simulate. We

2 Connected means that there is always a path between any two nodes.

specifically avoided a number so low as to allow long-
lived network partitioning.

• Terrain-related parameters include the dimensions of the
field perimeter. In the case of three-dimensional terrains,
one can also specify height. This is useful when simu-
lating physical obstacles; however mobility-capable net-
work simulators like GloMoSim or ns-2 with mobility
extensions by CMU [6] currently do not support this.

• Node capability parameters include the node’s transmis-
sion power range and bandwidth.

6. Simulation environment

For the simulations performed in this study, we used the
Global Mobile System Simulator (GloMoSim) developed at
UCLA. GloMoSim is a library-based sequential and paral-
lel simulator for wireless networks [17]. It is designed as
a set of library modules, each of which simulates a spe-
cific wireless communication protocol in the protocol stack.
The library has been developed using PARSEC, a C-based
parallel simulation language [1], which can be used to pro-
gram new protocols and modules that can be added to the
library. GloMoSim has been designed to be extensible and
composable. The communication protocol stack for wireless
networks is designed using a layered approach, where each
layer has with its own API. Models of protocols of one layer
interact with those of other layers via these APIs.

6.1. Modifications to GloMoSim

For our simulations, we used GloMoSim v1.1.1. This
version has two mobility models, random waypoint and
drunken mobility. In the random waypoint model the nodes
start off with random positions in the terrain. Each node ran-
domly selects a destination and moves in the direction of the
destination, moving one meter every mobility-interval time
period. After it reaches its destination, the node stops for
mobility-pause time period and then chooses a new destina-
tion. In the drunken mobility model each mobile node is as-
signed a random position within the field. When the node is
next considered for movement, the mobility module checks
all the possible directions in which the node can move to en-
sure that it stays within the field boundaries. The node then
moves in the direction randomly chosen from the set of pos-
sible directions. Each node moves by one unit distance in
that direction during the mobility-interval. This movement
pattern is also known as random walk.

When we traced node movement for the drunken mobility
model during the simulation, we found that nodes generally
exhibited oscillatory movement patterns, i.e., they tended to
move back and forth about their original positions in the
field. Consequently, nodes never moved significantly in any
direction.

To overcome this problem we modified GloMoSim’s
original mobility model in order to bias node movement to-
wards the direction randomly chosen when the node is first
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selected for movement. When the node reaches the field
boundary, it chooses and proceeds in a new direction. This
model is essentially the random-waypoint model with the
destinations set to the terrain boundaries and the pause-time
set to zero seconds.

6.2. Flooding application

Our flooding application simultaneously runs on n nodes
which are randomly placed in the simulated field. Through-
out the course of the simulation, each of the nodes attempts
to broadcast m messages to all other nodes in the network.
Thus, the application expects the nodes to collectively re-
ceive m · (n − 1) messages. When a node receives a packet,
it waits a uniformly distributed time interval between 0 and
flooding-interval before it broadcasts the packet. n, m, and
flooding-interval are parameters of the simulator.

We count each time a message from any sender fails to
reach any receiver. The difference between the expected and
the actual number of messages collectively received divided
by the total number of packets sent is the packet loss factor.
Note that we are actually performing broadcast, a special
case of multicast.

6.3. Simulation platform, parameters, methodology

We ran the simulations on a Sun Ultra 5 with 128 megabytes
of memory running Solaris 2.

Table 1 summarizes the simulation parameters we used.
The total simulation time was 100 s. A total of 50 nodes
were randomly placed in a field of a 1000 × 1000 m2. Each
node generated 25 messages using a 2 Mbit/s channel with
power range of 250 m. The rationale for using this power
range is explained in section 7 below. In our simulations,
flooding-interval is set to 10 ms. Free space propagation was
used to determine whether nodes that are in the transmitter’s
range are able to receive data. The protocol stack we used

Table 1
Simulation parameters.

Parameter Value Description

number-of-nodes 50 simulation nodes
num-packets 25 messages sent by a node
flooding-interval 10 ms random wait before flooding

field-range-x 1000 m X-dimension of motion
field-range-y 1000 m Y -dimension of motion

power-range 250 m node’s power range
bandwidth 2 Mbit/s node’s bandwidth

mobility-interval 10–100 ms
distance-unit 1 m

simulation-time 100 s simulation duration

node-placement random node placement policy

propagation-func FREE-SPACE propagation function
radio-type NO-CAPTURE capture effect

mac-protocol CSMA protocol MAC layer
network-protocol flooding network layer
transport-protocol UDP protocol transport layer

consisted of CSMA, flooding and UDP as the MAC, network
and transport layer protocols, respectively.

In our simulations each node transmits 25 packets over a
period of 75 s (3/4 of the total simulation time). Since all
nodes are sources, this translates to 1250 packets in 75 s or
a network traffic load of 17 packets/s. We should also point
out that generating traffic within the first three quarters of the
simulation ensures that all nodes have a chance to receive all
packets before the simulation ends.

We ran each simulation (maintaining all simulation para-
meters the same) ten times, each time with a different seed
value. Seeds varied from 1000 to 10000 in steps of 1000.
The graphs presented in section 7 below plot the average
across all ten runs.

7. Results

7.1. Setting the power range

A critical factor influencing packet loss in AHNs is the ef-
fective transmission range of each node. We first studied
this parameter to get a better understanding of its effect and
also to establish optimum values which could be used for our
simulations. Figure 1 shows the results obtained.

The simulations were performed for 50 nodes randomly
placed in a 1000×1000 field, using 7 different power ranges
from 100 to 400 m. The mobility interval for all the simula-
tions was set to 100 ms (36 km/h). Each node transmitted 25
messages at random times during the simulations. At each
power the test was run 10 times using 10 different random
number seeds. From figure 1 it can be observed that the
“sweet spot” in the curve is in the range from 200 to 250 m.
This is due to the fact that at low power ranges, packet losses
are high largely due to node disconnectivity. In the other ex-
treme, i.e., for higher power ranges, losses are mostly due to
collisions. For our simulations we set the transmission range
for each node to be 250 m.

Figure 1. Packet loss as a function of the power range.
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Figure 2. Packet loss as a function of mobility.

7.2. The effects of mobility

Our goal was to study how node mobility affects the perfor-
mance of flooding in wireless networks. More specifically,
we were interested in evaluating the effects of mobility on
flooding’s ability to deliver packets reliably. We use the
packet loss factor (as defined in section 6) to measure the
percentage of packets lost.

Recall that flooding works by having each node forward
a packet it receives out on every link except the one from
which it received the packet. In wired networks, flooded
packets can be lost due to network partitions (caused by link
or node failure) that happen ahead of the “flooding wave”
and are not mended in time. In AHN environments, a node
may miss a packet if it moves out of range as the flooding
wave goes by. Unless the node subsequently migrates to a
region of the network where the wave has not gone by, it
will miss the packet.

In our simulations we varied the node speeds from no mo-
bility to 100 m/s in steps of 10 m/s. Each experiment was
run ten times with ten different random number seeds and
the packet loss factor was then averaged over the entire set
for a given speed. Figure 2 shows flooding’s packet loss fac-
tor as a function of node mobility.

From the figure it can be observed that the packet loss
factor increases from around 44% at node speeds of 10 m/s
(36 km/h) to around 62% at speeds of 100 m/s (360 km/h).
The nodes’ high speeds cause them to move out of receiving
range from any of their neighbors resulting in higher packet
loss. It should be noted that in sparse groups, even low mo-
bility can cause nodes to move out of range resulting in much
higher loss values.

As previously mentioned the network traffic load was ap-
proximately 17 packets/s. More recent results show that,
due to collisions, increasing network traffic results in a
higher packet loss even at low speeds.

Figure 3. Duplicate packets as a function of mobility.

7.3. Additional observations

Amount of overhead generated is an important criterion
when evaluating the performance of communication proto-
cols. Since flooding maintains minimal amount of state in-
formation, its overhead is primarily due to multiple copies
of the same packet circulating in the network.

Figure 3 shows the number of duplicate packets received
by each node as a function of mobility. The average number
of duplicate packets received by a node is seen to decrease as
the mobility increases. In our simulations with 50 nodes in a
1000 × 1000 field, each node transmits 25 messages which
means that each node should ideally receive 1225 unique
messages. From the figure it can be observed that each node
receives 2623 duplicate messages at a node speed of 10 m/s
and this reduces to 1864 messages at a speed of 100 m/s.
Thus, on average, a node receives about 2.1 duplicates for
each transmitted packet when the mobility is 10 m/s and
this decreases to 1.5 packets when the mobility is 100 m/s.
We hypothesize that this increase in the number of duplicate
packets received by a node with decreased mobility is due to
the fact that slower moving nodes capture higher percentage
of transmitted packets.

One inherent problem with flooding is that the broad-
cast nature of the protocol results in large number of col-
lisions [10]. In a CSMA network since there is no RTS/CTS
mechanism and in the absence of collision detection, colli-
sions are more likely to occur. Figure 4 shows the number
of collisions as a function of the mobility. From the figure it
can be seen that on an average there are around 2667 colli-
sions at each node when the speed is 10 m/s and it reduces to
1266 at node speeds of 100 m/s. At low mobility the nodes
are within transmission range of a greater number of nodes
which results in larger number of collisions but as the nodes
begin to move faster they are within transmission range of a
significantly smaller number of neighbors resulting in lower
number of collisions.
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Figure 4. Collisions as a function of mobility.

8. Related work

There are a number of proposed multicast protocols oriented
towards AHN environments. These can be grouped in two
main categories: proactive protocols that maintain routing
state, and reactive protocols that acquire routes on demand.
In this section we briefly describe several protocols in both
categories.

8.1. Proactive protocols

The Ad hoc Multicast Routing protocol (AMRoute) [3]
builds a bidirectional shared tree to multicast data to mem-
ber nodes. Communication between these nodes is layered
on conventional unicast messaging. Core nodes are respon-
sible for member detection and group setup, but unlike core-
based trees [2], these core nodes do not pass data, and can
migrate dynamically in response to membership and con-
nectivity changes. AMRoute relies on the underlying unicast
protocol to handle topology changes, with a tunneling mech-
anism used for traffic between “multicast islands” traversing
regions where multicast is not deployed. This is advanta-
geous in that intermediate routers need not run any multi-
cast protocol, and overhead is confined to nodes participat-
ing in the multicast groups. The penalty for this user-level
approach is poorer efficiency in multicast packet replication
and in packet delivery delay.

Although directed acyclic graphs (tree structures) are
conventionally used for efficient multicast on wired net-
works, the Core-Assisted Mesh Protocol (CAMP) [7] pro-
poses multicast meshes for improved robustness on mobile
networks. Topology changes do not necessarily trigger mul-
ticast reconfiguration. Extending the idea of core-based
trees, CAMP builds on a traditional architecture for wired
multicast, but uses reverse shortest paths (the shortest path
from receiver to source) instead of a top-down tree. This
improves efficiency over the shared multicast tree approach.
Heartbeats are used to maintain the reverse shortest paths.

In contrast to FGMP [4], CAMP specifically avoids the need
to flood the network with either data or control messages,
which is seen as unscalable.

The MCEDAR protocol [15] is layered as a multicast ex-
tension on top of Core-Extraction Distributed Ad hoc Rout-
ing (CEDAR) [14]. In CEDAR, a set of hosts are selected as
the core of the network, approximating a minimum dominat-
ing set. Every host within this core is responsible for route
computation for its local mobile hosts not in the core. Long-
lived links are preferred when building the core graph; thus
local topology changes infrequently cause global updates.
Link-up transitions are distributed slowly but link-down con-
ditions are propagated quickly. A core broadcast mechanism
is implemented using reliable unicast messages that scales
linearly with the number of network nodes. CEDAR empha-
sizes quality-of-service (QoS) requirements.

Like CAMP, MCEDAR uses the idea of multicast meshes,
adopting the notation of k-connectivity, where k denotes the
maximum number of logical connections at each multicast
member. However, multicast traffic is distributed using only
a spanning tree subgraph of the k-connected mesh. Thus
MCEDAR claims the advantages of both multicast trees –
efficiency – and multicast meshes – reliability. Join opera-
tions travel through the core until they reach a core node in
the appropriate multicast mesh, and are accepted up to the
k connectivity factor. Leave operations update the multicast
mesh appropriately and may be deliberate or caused by net-
work partition.

The Ad hoc Multicast Routing protocol utilizing Increas-
ing id-numberS (AMRIS) [16] builds a shared delivery tree
for the multicast group. It assigns an identification number
to each multicast member in the group; the root of the tree
has the lowest number in the tree, with numbers increasing
radially outwards. Recovery from broken links is done lo-
cally within one period of neighbor discovery, with route
reconstruction favored over route discovery. This is accom-
plished via an expanding ring search by the higher numbered
node. Recall the higher numbered node is further from the
root, so this is similar to a receiver-initiated join request.
Like CEDAR, long-lived links are preferred when building
the tree, to reduce later reconfiguration.

8.2. On-demand protocols

The Ad hoc On-demand Distance Vector (AODV) routing
protocol [11] proposes both a unicast and multicast mech-
anism for data delivery. In contrast to the previous proac-
tive approaches, the on-demand trait means routes are only
created for active traffic, and thus overhead is minimized
for routing table space, processing, and transmission band-
width. AODV resembles traditional link-state or distance-
vector routing protocols, but modified for the AHN environ-
ment to send fewer messages. Route request messages are
broadcast in an expanding ring to find a path to a destination
node; route replies are unicast back. To guard against the
“counting to infinity” convergence problem, AODV stamps
routing information with sequence numbers; later sequence
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numbers are always preferred. AODV implements neigh-
bor discovery using IP datagrams, which cause overhead.
AODV performs multicast by maintaining a multicast tree
for each multicast group. The tree members can be multi-
cast group members or intermediate routers connecting the
group members. Each node maintains a routing table entry
for each multicast group for which the node is a member or
a router. The multicast group leader periodicially broadcasts
Group Hello messages to maintain the group connectivity.
A node initiates a RREQ packet when it wishes to join a
multicast group. The nodes receiving the RREQ packet set
up reverse paths to the source in their unicast routing table.
When a group member receives the RREQ it responds with
a RREP packet.

The On-Demand Multicast Routing Protocol (ODMRP)
[4] also uses an on-demand reactive approach based on for-
warding groups. Although not as formally structured as
meshes or cores, FGMP uses a subset of the connected nodes
to be responsible for forwarding multicast traffic. This is re-
ferred to as scoped flooding. Membership in these forward-
ing groups require receiver-initiated control messages.

8.3. Discussion

All the above multicast protocols maintain state, some more
than others, in the form of a multicast tree or mesh, which
requires overhead to construct and maintain. Even the on-
demand protocols require a node to have knowledge of its
multicast neighbor(s), which may be instantaneously accu-
rate but soon stale. In scenarios involving extremely high
mobility, shortcomings become evident because node mo-
bility causes conventional multicast trees to rapidly become
outdated. Frequent state changes require constant routing
updates, possibly never converging to accurately portray the
current topology. Each protocol optimizes different consid-
erations; in situations with high mobility we propose dis-
pensing entirely with the structure of the multicast hierarchy,
and using a flooding strategy.

9. Summary and future work

In closing, this paper discussed a number of features and
characteristics of highly mobile fast-moving AHNs and ar-
gued that high speed and frequent mobility intervals neces-
sitate radical approaches for reliable multicast. In particular,
flooding is proposed as a stateless and topology-independent
mechanism for reliable multicast.

The simulation results illustrate that flooding is quite ef-
fective. However, when mobility intervals are small and
node speed is sufficiently high, even flooding becomes unre-
liable. This is a surprising outcome which motivates further
investigation of more robust and more persistent variations
of flooding suitable to such volatile and dynamic AHNs.

Specifically, the following are some of the issues to be
addressed:

• More robust forms of flooding would likely incur some
per packet state in network nodes. Although not as long-
term in nature as the state kept in tree-based multicast
mechanisms, the amount of state must be kept to a min-
imum. Extensive experiments and heuristic adjustments
are needed to shed some light on this issue.

• The overhead of flooding and its variations needs to be
carefully measured. We note that the overhead of flood-
ing in fixed networks is comparatively trivial to measure
(a packet traverses a given network link at most once). In
AHNs, the overhead is likely to be more elusive to mea-
sure and quantify since high mobility can result in mul-
tiple receptions of the same packet and “flooding waves”
would take longer to complete due to mobility-induced
packet loss.

• The broadcast nature of the protocol results in packet loss
due to collisions. One technique of reducing the effect of
collisions is to use scoped flooding. In scoped flooding
only a subset of the nodes forward the packets reducing
the number of redundant broadcasts. This also involves
determining the optimum number of forwarding nodes to
reduce the collisions but ensuring higher packet delivery
ratios.
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