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Abstract—A multicast flow control framework for data traf-
fic traversing both a wired and wireless network is proposed.
Markov-modulated fluid (MMF) models are used for the receivers
to capture the dynamics of the wireless links. Our study shows
that the phase differences of the instantaneous throughput ca-
pabilities of the receivers are a distinctive feature of multicast
connections. The objectives of the multicast flow control algo-
rithms are to cope with the receiver phase differences (RPD’s)
cost effectively in addition to the general goals such as maximizing
throughput and minimizing delay. Three ad hoc algorithms have
been studied: listen to slowest request (LSQ), source estimation
(SE), and open-loop control. A fluid-flow analysis technique is
applied to study the effect of receiver phase differences assum-
ing zero propagation delay. The effect of propagation delay in
multicast connections is then discussed. Simulation results are
presented to verify the analysis for the zero-delay case and to
compare the performance of the algorithms under nonnegligible
delays. It turns out that the zero-delay case reveals the character-
istics of the multicast algorithms and provides good performance
bounds for the cases with nonnegligible propagation delays.

Index Terms—Fluid flow analysis, integrated wired/wireless
networks, multicast flow control.

I. INTRODUCTION

FLOW control has been an important and active area of
research for many years. Most of the schemes developed

or investigated have been for point-to-point communications
(unicast). They have generally focused on one type of traffic,
and have assumed a wired, relatively high-speed communica-
tion infrastructure. Interest in the past few years has begun
to shift to universal personal communication, involving both
wired and wireless transmission media, to users on the move,
to multimedia communication, and, as one prominent set of
applications, to the transmission of the information to multiple
users/receivers (multicast) [1].

In the past few years, numerous research projects have
been carried out to explore how to provide multicast service
efficiently and effectively in various network infrastructures.
These include prototype systems supplying multicast commu-
nications with data and multimedia traffic [2]–[4], reliable
and unreliable multicast protocols over LAN [5]–[7], Internet
[8]–[13], ATM [14], [15], and extensions to include mobile
hosts [16]. Much of this work is experimental in nature, and
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not many authors have done in-depth studies of the multicast
flow control problem. The proposed/implemented multicast
flow control mechanisms in the above systems/protocols can
be summarized into three main categories. 1) Many of them
extend the TCP window flow control protocol to multicast
connections in various ways [2]–[4], [7]–[9], [13]. The basic
idea is to coalesce the feedback information from all receivers
into a single response. For example, a packet is not considered
fully acknowledged until all receivers have sent an acknowl-
edgment. There are different proposals on how to estimate the
retransmission timeout period, and how to increase or decrease
the window size. 2) Some of them adopt rate-based flow
control. The source increases or decreases the transmission
rate based on the feedback requests from the receivers [5],
[10], [14], [15]. 3) Some of them use the hybrid rate- and
window-based flow control approach. That is, they use the
window flow control with a maximum rate limit [11], [12] to
avoid congestion.

Recently, much effort has been devoted to the topic of
consolidating the feedback signals (ACK’s or NACK’s) to
avoid the feedback implosion problem [11], [15]. But few
authors have addressed various ways of controlling the source
transmission rate. Much of the above-referenced work uses
some kind of “listen to the slowest request” strategy, by which
we mean that the multicast flow control is based on some
unicast protocol (such as TCP flow control), and the source
acts in response to the slowest request. For example, the
control window is not advanced if at least one receiver has not
responded with a positive ACK. Similarly, in the rate-based
control case, the source rate decreases if at least one receiver
requests a rate reduction. These strategies lead to slowing
down all receivers to the speed of the slowest receiver [“listen
to the slowest receiver” (LSR)] if the receivers have constant
throughput capability. In a dynamic environment where the
receiver throughput capability varies, this type of strategy
results in a throughput of a multicast connection that will be
roughly the lowest profile among all receivers’ instantaneous
throughput capability curves. The available bandwidth at the
receivers in a good throughput state is wasted if there is at
least one receiver in the same multicast session in a bad
throughput state. This is undesirable, especially for mobile
receivers because wireless bandwidth is expensive. Neverthe-
less, the “listen to the slowest request” approach is widely
implemented in existing systems because of itssimplicity and
guaranteed stabilityprovided the corresponding point-to-point
flow control protocol is stable. But more efficient algorithms
are desired [11], [17].
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In addition to the “listen to the slowest request” approach,
some other ways of combining the feedback requests from
multiple receivers could be “weighted sum” [18], “voting”
[19], or “random listening.” On the other hand, we think
that it is worth exploring somemulticast-awareflow control
algorithms, that is, to design new algorithms optimized for
multicasting. To do so, we need to understand the features of
multicast connections which affect flow control. We have not
seen any work reported to explore these possible schemes and
to compare the tradeoffs of the different policies. Reference
[18] mentions “weighted sum” as one possible approach
without further evaluation. “Voting” is proposed in [19] for
the best effort delivery of video traffic in the Internet; the
impact of voting threshold on the performance and the optimal
design of the algorithm were left as open problems. Cheunget
al. [20] propose a “destination set grouping (DSG)” scheme to
overcome the drawback of the “listen to the slowest request”
approach. In their scheme, the receivers could be divided
into groups based on their capabilities, and the source carries
out as many simultaneous independent connections as the
number of groups. Within each group, they use window-
based flow control based on the “listen to the slowest request”
policy. They show that this grouping approach can improve
the performance of window-controlled multipoint connections
in terms of average power (throughput/delay) of the system.
They propose a static grouping heuristic, in which case the
resulting groups are fixed through the connection. This is a
feasible solution in the cases where the performance gain via
grouping can justify the cost of using multiple simultaneous
multicast connections. They also propose a dynamic grouping
protocol where the receivers change group as their capabilities
change. This may incur too much processing overhead, and its
applicable situations might be limited.

All of the above-referenced work addressing the multicast
flow control issue indicates that it is a complicated and
challenging problem. It is widely acknowledged that multicast
flow control is neither well understood nor well studied. We
are not aware of any systematic approach to analyze a class of
multicast flow control algorithms as in the point-to-point case
where, for example, deterministic delay-differential equations
are used to model and analyze a class of unicast feedback
control algorithms.

Based on the above observation of the current work, we feel
that it is necessary to formulate the problem within a simple
framework in order to discover the fundamental and distinctive
features of multicast flow control. We focus on how to control
the source transmission rate in this paper. We do not discuss
how to handle the feedback implosion problem and multicast
error control which have been handled recently in a number
of papers [11].

Our work is distinguished from previous work in several
ways. We focus on a fundamental theory for controlling source
rate, with the goals of identifying thepros and cons of the
“listen to the slowest request” approach and proposing better
strategies. We focus on rate-based control algorithms which
are easier to analyze using the fluid-flow technique. Also,
[5] indicated that rate-based schemes are more suitable for
multicast systems than the window-based schemes. In addition,

as far as performance analysis is concerned, window-based
algorithms can be analyzed by translating to a rate-based
problem [21]. We consider a dynamical environment where
the receiver throughput capability is changing randomly. This
is typical in mixed wired/wireless networks, and we believe
that it is important to include this in the model. The previous
work on multicasting to mobile hosts is mainly concerned with
routing messages.

Considering the complexity of the problem, and as a first
attempt, we address simple situations with the following
restrictions in this paper.

1) We consider data traffic only since flow control is most
important for burst data traffic.

2) We consider one hop between the source and the des-
tinations only.

3) We mainly address the case with two receivers because it
is the simplest case which captures the basis of multicast
connections.

4) The source uses binary on–off control, i.e., the source
can only turn on and off without any intermediate trans-
mission rate. This makes the system easier to analyze.

The insights gained from these simple situations will be helpful
for studying more general cases.

The paper is organized as follows. In the next section, we
propose a multicast flow control framework and discuss its
essential elements. We describe three ad hoc algorithms in
Section III. A special case of zero propagation delay, which
manifests the effect of the phase differences of the instanta-
neous throughput capabilities of the receivers, is studied and
analyzed using a fluid-flow analysis technique in Section IV. In
Section V, the effect of propagation delay is discussed, and the
performance of the two feedback control schemes proposed is
compared using simulation. It turns out that the zero-delay
case provides good performance bounds in the reasonable
operating region for the case with nonnegligible propagation
delay. Section VI concludes the paper.

II. M ULTICAST FLOW CONTROL FRAMEWORK

We propose a multicast flow control framework for data
traffic traversing both a wired and wireless network. We have
focused on a simple case of two mobile receivers located
at different distances from the source located within the
(error-free) wired network. The service rate or throughput
characteristic of the mobile receivers is modeled by a two-
state Markovian fluid model representing heavy fading (no
throughput) and no fading (normal throughput). The Markov
model for a fading process is justified in [22]. This model
could also be generalized to capture the dynamics of the
communication links such as shared-media links and flow-
controlled links [23]. The source makes binary decisions
whether to start or stop transmission according to the feedback
information received from the receivers. Different feedback
schemes return different amounts of information about the
receiver queue occupancy. Fig. 1 illustrates a simple multicast
scenario, and the corresponding abstract framework is shown
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Fig. 1. Simple scenario for multicast.

in Fig. 2.1 The on–off receivers in Fig. 2 represent a composite
of the base station and wireless link of Fig. 1: the base station
buffer is represented by the queue of the corresponding on–off
receiver; the on–off receiver server, moving randomly between
the two on–off states shown, models the fading wireless link.
The feedback message is sent to the source by the base station
on behalf of the mobile receivers with which the source
is communicating. Therefore, we assume that the feedback
messages are error free.

An essential part of a multipoint flow control algorithm is
that the source has to choose a proper transmission rate based
on the feedback from all the receivers. We call this decision
scheme asource policy. The challenge is how to combine and
use the feedback information from different receivers which
experience different delays and could conflict with each other.
Understanding the effect of different source policies is the
key to the design of good multipoint flow control algorithms.
We also need to specify thefeedback schemesadopted at the
receiver side.

Our framework incorporates three essential features of the
real system to capture the basis of multicasting. These are the
following.

1) Stochastic receivers, modeling the mixed wired/wireless
environment;

2) Multiple receivers, modeling the multicast environment;
3) Propagation delaysassociated with each receiver.

Consequently, these features introduce two new phenom-
ena of the multicast flow control problem compared to the
traditional point-to-point flow control problem.

1) Receiver phase differences(RPD’s), that is, the re-
ceivers’ instantaneous throughput capabilities could be
in different phases (either fading or out of fade) due

1Note that we assume that the two mobiles are connected to different
base stations. For the case where multiple mobiles in a multicast session
are connected to the same base station, there are two possible solutions. 1)
The base station keeps separate queues for each mobile; then the model is
the same as the one we show. 2) The base station keeps one queue per
multicast connection, and multicasts the traffic to the multiple destinations
within its coverage area. Then the problem is that of a link layer providing
multicast capability over broadcast radio, which has been studied in a number
of papers. In this case, we assume that the multiple mobile destinations in one
base station are represented by the slowest one.

to the dynamically changing available bandwidth of the
multiple on–off receivers.

2) Propagation delay differencesbecause the multiple re-
ceivers might be located at different distances from the
source.

The effect of these features and phenomena on the design
of multicast flow control algorithms can be summarized as
follows.

1) The effect of receiver phase differences (RPD’s) is that
the source could receive conflicting feedback informa-
tion from the two receivers, one requesting a speed up,
the other one requesting a slow down, and vice versa.
How should the source react to the conflicting requests?

2) The effect of propagation delay is that the feedback
information obtained by the source is actually out of
date.How to handle delayed feedback informationhas
long been a subject under study for the unicast flow
control problem.

3) The effect of propagation delay differences is that the
feedback message from the receiver near the source
could be newer than the one from the further out
receiver.Should the source give more weight to the newer
feedback?

Among these three questions, the effect of RPD’s is the heart
of the problem, and it is a new problem arising in multicasting.
How to handle propagation delay and delay differences usually
depends on the strategies used to handle conflicting feedback
requests. For example, if the “listen to the slowest request”
approach is used to extend a unicast flow control algorithm
to multicast, then the effect of propagation delay is handled
by the underlying unicast algorithm. In this paper, we stress
the issue of RPD’s and its effect on performance. The design
of multicast flow control algorithms taking propagation delay
differences into account is left for future work.

Obviously, the pattern of the RPD, such as the length of
the period during which the two receivers are in different
throughput states, directly affects the performance. Buffering
can be used to accommodate RPD’s and to improve through-
put. An interesting question is what is the most cost-effective
way to make use of the buffering in a multicast setting.
The objectives of the multicast flow control algorithms are,
therefore, to cope with RPD’s cost effectively, in addition to
the general flow control goals such as maximizing throughput
and minimizing delay. These goals are correlated. Take the
“listen to the slowest request” approach as an example. It
handles the RPD (thus conflicting feedback request) in the
most conservative way as the name suggests, i.e., it does
not put any receiver in danger of overflow. To maximize
throughput, the receiver should only indicate slowing down
when its buffer is almost full. However, as a result, it may
incur large queuing delay.

We summarize the standard notation used in the paper for
a receiver on–off model in Fig. 3.

Other notation used follows: is the buffer occupancy
of receiver at time , is the buffer size of receiver,

is the one-way propagation delay of receiver, is the
round-trip propagation delay of receiver, and is the
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Fig. 2. Framework for multicast flow control.

Fig. 3. Notation for a receiver on–off model.

maximum propagation delay among a group of receivers in
one multicast session.

The receivers participating in a multicast connection are
classified according to the following situations.

• Homogeneous receivers: The receivers have the same
and . If they have the same and we call them
absolutely homogeneous.

• Family receivers: The receivers have the same but
different .

• Heterogeneous receivers: The receivers have different.

For example, if all of the active mobiles in a cellular cell
are allocated one channel with the same bandwidth, we say
that they have the same. If, furthermore, some mobiles
maintain the same throughput, on the average, then they are
homogeneous receivers. If they experience the same fading
statistics, we call them absolutely homogeneous receivers.
They are family receivers if their capabilities are different,
although they are using channels with the same bandwidth.

Finally we would like to point out that the RPD phenomenon
exists in all of the above three situations except for two special
cases: if the receivers have the same constant throughput
during the connection, then the receivers are calledin phase; or
if the receivers have different constant throughput capabilities,
then the receivers areout of phase. In these special cases, the
stationary solutionis a constant, simply the minimum of the re-
ceiver throughput capabilities, due to the stability requirement.
In the in-phase case, the “listen to the close receiver” approach

could be a better solution than the “listen to the slowest
request” approach. (This is one example of taking advantage
of propagation delay differences.) In the out-of-phase case,
the “listen to the slowest request” approach could be a good
solution in most of the cases unless the transient behavior is
very important, in which case some special algorithms have
to be developed to meet the requirement on the transient
behavior. But the assumption of constant available bandwidth
at the receivers is not valid in most real systems, especially
when mobile receivers are involved. Therefore, in this paper,
we focus on the RPD phenomenon which makes the stationary
solution of a multicast flow control algorithm nontrivial and
interesting, with different control algorithms worth exploring.

III. A LGORITHMS

A. Listen to Slowest Request (LSQ)

In this algorithm, a single-bit “start–stop” feedback scheme
is adopted. That is, each receiver sends a “stop” signal to the
source when its queue length crosses a high threshold, and it
sends a “start” signal when the queue length drops below a
low threshold. The source stops sending traffic whenever at
least one receiver has sent a “stop” signal. It sends at peak
rate otherwise.

To maximize throughput, we should try to have all feedback
messages signal “start” as much as possible. Hence, both the
high and low thresholds should be as high as possible. In
our simulation, we choose the high threshold as for
receiver to avoid overflow [24], while the low threshold is
chosen as where is used to avoid oscillation.

B. Source Estimation (SE)

Each receiver sends back both its queue length and
the queue growth rate whenever changes sign, i.e.,
whenever it goes from an increasing to decreasing rate, or
vice versa. The source estimates the future queue length of
each receiver , taking the propagation delay time into
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account, using the feedback information. The source maintains
a record of received , and high and low queue threshold
values for each receiver. It transmits at peak rate only
if at least one estimated queue length drops below its low
threshold and all of the other queues stay below their high
thresholds. Otherwise, it stops transmitting.

In our simulation, we choose the high threshold as
for receiver to avoid overflow, and the low threshold as

to “try” to avoid starvation [24]. We adopt a simple
queue length estimation procedure taking advantage of the
binary on–off control and the fact that the source transmission
peak rate is equal to the receiver throughput capability during
the on period, i.e., . Under this setting, the receiver
queue size increases only if the source is on and the receiver
server is off; it decreases only if the source is off and the
receiver server is on; it stays the same otherwise. Based
on this observation, the source updates the estimated queue
length every packet length period, i.e., it increases
or decreases it by one or leaves it unchanged, depending
on whether the source is on or off and on the sign of the
recorded queue growth rate for this receiver. Since we are
using the recorded queue growth rate (which comes from
a delayed feedback message) to approximate the receiver
server state, the queue length estimation is not exact. The
estimation error is corrected by recalculating the estimated
queue length every time the source receives feedback from
the receiver. The pseudocode of this estimation procedure is
listed in Appendix C. We use the above estimation procedure
because it is straightforward, and our simulation result shows
that the estimation error is small enough for the problem at
hand.

Note that for the SE and LSQ algorithms, we can avoid
overflow by choosing proper high thresholds because both
algorithms shut off the source if one queue exceeds the high
threshold. As a result, these algorithms do not lose data
(lossless service). But the algorithms cannot avoid starvation
(waste of available bandwidth) as in the unicast case because
the source rate is limited by the capabilities of the other
receivers. This is essentially caused by the RPD phenomenon,
which is a distinctive feature of multicasting.

C. Open-Loop Control

The source collects information from each receiver at call
setup time as to its average rate of reception, its peak rate,
and quality of service requirements, among other parameters.
It then adjusts its own rate of transmission to satisfy those
parameters, with no signal fed back.

In our simulation, we choose a constant peak ratefor
the source which ensures that the blocking probability is
small ( 1%). The delay–throughput performance can be easily
analyzed as a special case of [25], and is independent of
propagation delay.

These three algorithms are chosen for the following rea-
sons. The open-loop algorithm is chosen to provide a basic
benchmark with which to compare all strategies. The LSQ
is a direct extension of the simple “start–stop” point-to-point
flow control algorithm [24] to multicasting via the “listen to

the slowest request” approach. We are interested to see how it
performs in multicast connections and how to improve on it. It
is easy to see that the LSQ copes with RPD’s by letting each
receiver queue store as many packets as possible to minimize
the starvation caused by conflicting feedback requests from
other receivers. This approach likely results in a large queuing
delay. The SE algorithm is designed as a multicast-aware
algorithm to be compared with the LSQ, given the lossless
requirement and the constraint that the source can only turn on
or off. In SE, the source maintains roughly correct information
about each receiver queue size, and it adjusts its policy to
try to keep the receiver queue sizes as low as possible under
the constraints of minimizing starvation and avoiding buffer
overflow. Therefore, the SE algorithm utilizes the receiver
buffering more efficiently (resulting in less delay) at the
expense of larger feedback and processing load. More accurate
statements about these observations are formally presented as
the properties of these algorithms in our analysis of the zero-
delay case in Section IV. Our intention is to show that there are
multicast-aware algorithms achieving better delay–throughput
performance than the LSQ and deserving further study. The
SE serves this role.

Analysis of the proposed feedback algorithms with propa-
gation delay in a mixed wired/wireless environment, even for
the case of only two mobile receivers undergoing fading, ap-
pears extremely complex since it results in coupled stochastic
delay-differential equations. (The receiver random on–off link
speed characteristic, which is used to model fading, results
in a stochastic forcing function driving the delay-differential
equations one obtains.) Therefore, initially, we have carried
out extensive simulations to study the performance tradeoffs
of these algorithms [26]. We have focused on the case of
homogeneous receivers. We have studied the performance in
terms of the throughput–delay characteristics, delay jitter, and
control overhead for various system parameters. The effects of
different on–off time scales of the receivers (fading statistics),
buffer size, various propagation delays, and delay differences
of the receivers have been studied. This experience led us
to a better understanding of the algorithms, in particular, the
special Markovian structures of the LSQ and SE algorithms
with zero propagation delay, which can be analyzed using the
techniques developed by Mitra [25].

Interestingly, the zero-delay analysis confirms most of the
simulation conclusions in [26], and provides some useful
interpretation, particularly as to the role played by multicast.
In addition, the analysis shows that the LSQ and SE algorithms
best apply to the case of homogeneous receivers, which was
the focus of our simulation. In the next section, we present the
analysis of the LSQ and SE algorithms with zero delay. The
effect of propagation delay is discussed later.

IV. M ULTICAST WITH ZERO DELAY

In this section, we focus on a special case: multicast without
delay. It is of great importance for several reasons. It provides
the performance upper bounds for the cases with nonnegligible
delays. It is not a trivial problem as in the unicast case, and
reveals the complexity of the problem caused by multiple
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receivers. It provides helpful insight into a major distinction
of multicast connections: RPD’s.

Consider the framework in Fig. 2 with zero propagation
delays. We know that a buffer can be provided at the receiver
side to accommodate the phase difference and to improve the
throughput. Given that the objectives of the source policy are
to maximize throughput, minimize delay at each receiver side,
and to guarantee certain fairness, etc., what is the best way
to utilize the receiver buffers? It is a complicated stochastic
optimization problem, depending on the RPD pattern, fairness
criterion, and other control objectives.

As in the unicast case, some ad hoc flow control algorithms
have been selected since they are comparatively simple to
analyze and work well in many situations [24]. Hence, we
focus on the algorithms proposed in Section III in the zero-
delay setting. The performance of the algorithms is analyzed
using fluid-flow analysis as a special case of [25]. The ana-
lytical results are verified by simulation. The tradeoffs of the
different algorithms and the effect of receiver phase difference
are investigated.

The rest of this section is focused on a multicast session
with two receivers with the same normalized . We also
assume the source is persistent, i.e., it always has traffic to
send if allowed. We discuss how to generalize the results to
heterogeneous and/or larger numbers of receivers later.

A. LSQ with Zero Delay

The LSQ algorithm in the zero-delay case can be summa-
rized in one sentence: the source shuts off whenever one of the
receivers’ queues tends to overflow. It is a simple algorithm
with the following properties to be shown later.

1) It is a lossless system, and achieves maximum through-
put for a given buffer size.

2) It is the simplest scheme to achieve property 1).
3) Buffer occupancy evolves periodically with alternation

of one queue staying full and the other queue staying
below a full buffer until they exchange position.

A formal description of the algorithm is as follows:

if
if
if

(1)

if and
or and
otherwise.

(2)

Here, is the queue length at time for queue
is the queue growth rate at time is the instantaneous
throughput of the on–off receiver model (Fig. 3), is the
rate with which the source sends traffic at time is the
buffer size for receiver queue and ,

. Equation (2) follows from the LSQ
algorithm described in Section III-A by setting both the high
and low thresholds to for each receiver. (For the fluid-
flow analysis to follow, it is valid to have .) Note
that, although the ’s appear in the condition in (2),
the information comes from the feedback on the queue size,

and no additional information is assumed. This is because
receiver sends a “stop” only if its queue size tends
to exceed its high threshold ( which happens only if

and ; otherwise, if and
, the receiver queue will drop below (which is

also the lower threshold) to result in a “start” message to be
sent.

The lossless property is obvious. Maximum throughput for
a given buffer size for a lossless system can be achieved by
maximizing the ON time of the source, which in turn can be
achieved by turning the source off only if it is necessary, i.e., if
there is one queue tending to overflow. Note this is exactly the
LSQ algorithm. It is an obvious way to achieve the maximum
throughput given the lossless constraint, but results in large
queuing delay because it always tries to keep the receiver
buffer full.

The LSQ scheme is simple because it only requires the
receiver to send a single bit of feedback whenever its queue
tends to overflow or drop below a full buffer, and the source
makes a decision by a logical AND operation whenever there
is a feedback signal coming in. These are the simplest feedback
and decision-making schemes.

Property 3) is not difficult to see from (1) and (2). Fig. 4
illustrates a typical periodic evolution of the buffer occupancy
of the two receiver queues. The shaded areas indicate that

could be anywhere between when ,
depending on the outcome of the random receiver models.
The solid line illustrates a possible sample path.

An interesting observation from this property is that the
LSQ algorithm in the zero-delay case forces
when stays full. Notice that it says exactly “listen to
the slowest receiver” because, while queue 1 stays full and
queue 2 is below a full buffer, which means that during this
period receiver 1 has a lower capability than receiver 2, the
source listens to receiver 1. This confirms our argument in the
Introduction that the “listen to the slowest request” approach
results in a throughput which takes the lower profiles of
the receiver instantaneous throughput curves in a dynamical
setting.

Another benefit of this result is that, during the period in
which , the growth rate of queue 2 is

where and are independent on–off Markov
processes. Thus, the two queues can be decoupled except at
the boundary points, and the stationary distribution of each
queue can be studied as a special case of [25], where the
buffer distribution of a queuing system with on–off MMF
arrivals and an on–off MMF server is completely specified. By
applying the fluid-flow analysis technique and manipulating
the boundary conditions carefully, we solve the stationary
buffer distributions for the homogeneous and family receivers.
The results are stated below, and the derivation of the results
is presented in Appendix A.

Case 1: The LSQ algorithm, zero propagation delay, ho-
mogeneous receivers with and .
For , we have

(3)
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Fig. 4. Periodic evolution of the buffer occupancy for LSQ with zero delay.

(4)

(5)

where

(6)

The throughput2 of the two receivers is the same and is given
by

(7)

The average buffer occupancy is given by

(8)

Case 2: The LSQ algorithm, zero propagation delay, family
receivers with and . For ,
we have

2Long-term time average of the number of packets served by the receiver
server.

(9)

(10)

where

(11)

The throughput of the two receivers is given by

(12)

The average buffer occupancy is given as shown in (13) at the
bottom of the page.

The results will be plotted and discussed later.

B. SE with Zero Delay

The SE with zero delay case degenerates to the case for
which the source is oniff one queue stays empty and the other
queue is not full; the source is off otherwise. The SE algorithm
tries to drive the two queues to zero as much as possible (least
backlog) under the lossless constraint.

More precisely, with the same governing equation (1) for
buffer occupancy as in the LSQ case, the control policy is

(13)
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Fig. 5. Periodic evolution of the buffer occupancy for SE with zero delay.

different and is specified as follows:

if and
or and
otherwise.

(14)

With zero delay, the source knows exactly because
of the timely feedback of and . The corresponding
low and high thresholds are chosen as 0 and. As we will
explain later, the problem is found to be adual problemof the
LSQ with zero delay. We will show the following properties
of the SE with zero delay.

1) It is a lossless system, and achieves maximum through-
put for a given buffer size.

2) It achieves minimum delay for a system with property
1).

3) The buffer occupancy evolves periodically with alterna-
tion of one queue staying empty and the other queue
nonempty until they exchange position.

The periodic evolution of buffer occupancy is pictured in
Fig. 5. As we can see, the figure is quite symmetric to the
one for the LSQ case (Fig. 4) with the system operating at
the zero boundary in the SE algorithm and the boundary
in the LSQ algorithm. Note that in the SE case,
when except that it is forced to be zero if the
other queue becomes full. As in the LSQ case, the stationary
buffer distribution can be solved analytically, and the results
are listed below (see Appendix B for the derivation).

Case 3: The SE algorithm, zero propagation delay, homo-
geneous receivers, with and . For

, we have

(15)

(16)

(17)

where is given by (6).

The throughput of the two receivers is the same. Moreover,
it is the same as in the LSQ case given by (7).

The average buffer occupancy is given by

(18)

Case 4: The SE algorithm, zero propagation delay, family
receivers, with and . For ,
we have

(19)

(20)

where is given by (11).
The throughput of the two receivers is the same as in the

LSQ case given by (12).
The average buffer occupancy is given by

(21)

Property 1) is proved by analysis which shows that the SE
algorithm achieves the same throughput as the LSQ algorithm.
Property 2) follows from the nature of the SE algorithm, i.e.,
keeping the least backlog in the buffer. The duality refers
to the phenomenon that the LSQ algorithm operates at the
full buffer boundary, while the SE algorithm operates at the
empty buffer boundary in a symmetric way. It is evident from
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several aspects. The buffer occupancy evolutions are quite
symmetric; the stationary buffer occupancy distributions show
that and in the LSQ case are equal
to and in the SE case, respectively.
The derivations of the stationary distributions described in the
Appendix precisely reflect the duality of the two systems.

C. Comparison

The fluid analysis directly applies to the case of two
heterogeneous receivers as well, as discussed in the Appendix,
but there is no closed-form solution. In general, the analysis
of a multicast connection with receivers requires solving
correlated buffer distributions. Property 3) of the LSQ and SE
algorithms in the zero-delay case reduces the dimension of the
problem to and thus the two-receiver case reduces to a
special case of [25]. A higher dimensional system with
is very difficult to solve to obtain useful results.

The closed-form solutions listed above can be used to
study the effect of system parameters on the throughput–delay
performance. The results are verified by simulation. Some of
the results we have obtained are summarized below.

In our study, we choose a receiver 1 with ,
, and (cases with other values of and

exhibit the same trend). All time units are in packet lengths.
We compare the performance when receiver 1 participates
in a multicast session with different kinds of receivers. In
Figs. 6 and 7,3 the curves are computed from analysis with
simulation points superimposed. [In Fig. 7(b), we only draw
the simulation points corresponding to the absolutely homoge-
neous receiver case to keep the picture clear.] We can see that
the analytical results fit the simulation results well. The slight
discrepancy is due to the fluid approximation which gives a
larger throughput than the simulation results.

Fig. 6 compares the performance of the family receivers
with that of the absolutely homogeneous receivers. For the
family receiver case, we picked another receiver 2 with

, , and . The results show that
for family receivers with different throughput capabilities, the
faster receiver 2 is limited by the slower one and suffers from
reduced throughput. More importantly, if we apply these two
algorithms to the family receiver case, the slower receiver
experiences too large a delay, even for the SE algorithm [see
Fig. 6(b)]. Therefore, we suggest avoiding the use of the LSQ
and SE algorithms to multicasting with receivers of different
capabilities. We should group the homogeneous receivers
together, and set up multicast connections based on such
groups whenever possible. Cheunget al. [20] suggested the
same idea, and provided algorithms to realize such grouping;
their other work [27], [28] suggested that such grouping
can also improve fairness and throughput of data-link layer
protocols.

Fig. 7 illustrates the effect of different on–off time scales
for homogeneous receivers. Fig. 7(b) shows that there is no
significant difference in the delay performance with different

3The normalized throughput shown in the figures is calculated as the long-
term time average of the number of packets served by the receiver server
(definition of throughput) divided by�.

(a)

(b)

Fig. 6. Performance comparison: homogeneous versus family receivers. (a)
Throughput. (b) Average buffer occupancy.

on–off times. Receiver 1 achieves better throughput if it is
in a session with the other receiver having faster on–off
time scales; the throughput reduces otherwise. The throughput
reduction is significant only if the differences of the on–off
times are huge, and it vanishes as the buffer size increases.
Therefore, we conclude that the case of absolutely homoge-
neous receivers is of the greatest interest to study because the
LSQ and SE algorithms are best applied to the homogeneous
receiver case, and small variations of on–off time scales among
homogeneous receivers do not cause too much difference in
the throughput–delay performance.
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(a)

(b)

Fig. 7. Performance comparison: homogeneous receivers. (a) Throughput.
(b) Average buffer occupancy.

Comparing the LSQ with the SE algorithm, they achieve
the same throughput in this zero-delay case, but the SE
algorithm has a better delay performance. We have drawn a
similar conclusion based on our earlier simulation results in
[26] where we observed similar throughput performance of
the two algorithms and better delay performance of the SE
algorithm in the presence of propagation delay. For the zero-
delay case with homogeneous receivers, we can show from
the analysis that the ratio of the two mean buffer occupancies
is which is roughly
three if buffer size is large compared to

which is on the order of the average on time . A ratio of
three represents a significant reduction of the average delay in
the SE algorithm.

V. EFFECT OF PROPAGATION DELAY

The effect of propagation delay in a multicast connection
can be summarized as follows.

1) The propagation delay differences contribute to the
receiver phase differences.

2) The propagation delay affects the control capability of
the source policy.

3) The presence of the propagation delay makes the system
non-Markovian, and the fluid-flow analysis cannot be
applied directly.

With the presence of propagation delays, the feedback
signals experience different delays from different receivers.
Then the source acquires an inaccurate picture of the receivers’
status through feedback in which the phase differences of the
receivers’ status could be due to either the phase differences of
the receiver capability or the delay differences among the re-
ceivers. Therefore, the source faces a tougher challenge of how
to react to the different requests from the receivers. Using fluid
models, such a system can be formulated as a set of stochastic
delay-differential equations which, at this point, appear too
difficult to solve to obtain any useful results. Approximations
could be used to restore the Markovian property in order to
apply the fluid-flow analysis. This work is proceeding.

We discuss next how the LSQ and SE algorithms cope with
delay and the effect of delay, on the performance degradation.

A. LSQ and SE with Delay

With the presence of propagation delays, the algorithms
have to adjust the threshold values to avoid overflow and
starvation, as discussed in Section III. This results in less
throughput and larger queuing delay in general.

The effect of propagation delay on the LSQ algorithm is
simple. The source shuts off more than necessary because the
high threshold is a worse case consideration to avoid
any possibility of buffer overflow.

For the SE algorithm, the presence of the propagation delay
makes control more difficult. We need to estimate the future
queue length in the SE algorithm. There are estimation errors,
and the accuracy depends on the estimation procedure and how
much information the source has. The estimation procedure
may require intensive processing, and the estimation error may
further reduce the throughput. Thus, the propagation delay
has a more severe impact on the SE algorithm than the LSQ
algorithm.

B. Simulation Results

Here, we present some simulation results to illustrate the
performance degradation due to the presence of propagation
delay, and we also contrast the performance of different algo-
rithms. The parameters used are for absolutely homogeneous
receivers with 1/120, 1/100, varying from
2 to 3000, and 10. The propagation delays
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(a)

(b)

Fig. 8. Performance degradation due to propagation delay. (a) Throughput.
(b) Average buffer occupancy.

and are as indicated in Fig. 8. Note that the set
100, 500 has a much larger delay and a larger delay
difference than the set 50, 100 Note again
that time units are in packet lengths. Fig. 8 describes the
performance of receiver 1, the one closer to the source.

As we can see from Fig. 8(a), the throughput reduces as
the propagation delay increases. The results are as expected.
The source is shut off when one of the buffer occupancies is
bigger than its which results in a large throughput drop.
The reduction is not very significant if the buffer is reasonably
large, and it vanishes as the buffer size tends to infinity. The

throughput also reduces more for the SE algorithm than for
the LSQ algorithm, as expected.

Fig. 8(b) shows that the average buffer occupancy (and thus
average queuing delay) increases if the propagation delay is
present. The large increment of mean buffer occupancy in the
LSQ strategy is mainly because of the delay difference of
the two receivers which makes the one further out, number
2, a “slower” one. The LSQ algorithm favors the one further
out, which results in larger buffer occupancy at receiver 1, as
shown in the figure. If we draw the mean buffer occupancy
of receiver 2, it is actually below the curve for the zero-delay
case. Note also that the curve for 50 and 100 is
actually below the one for 100 and 500 This is
because the high threshold is chosen as which is lower
for the latter case. On the other hand, for the SE algorithm,
the mean buffer occupancy increases as the propagation delay
increases because the lower threshold is chosen as.

Examining Fig. 8(a) and (b) together, we can see a rea-
sonable operating region for the LSQ algorithm is

The mean buffer occupancy grows too much
beyond this region. The reasonable operating region for SE
is which achieves larger throughput but
with smaller average delay at the expense of more processing
and more signaling load compared to the LSQ algorithm. The
throughput gain is small when .

As we can see from the figures, the zero-delay case exhibits
the same trend as the cases with propagation delay present.
The zero-delay case provides a useful bound for the through-
put–delay performance in the reasonable operating region.

C. Summary

The analysis of multicast without delay allows us to com-
pare how different algorithms handle RPD with the pres-
ence of multiple receivers. The results show that, with zero
propagation delay, the SE algorithm achieves better delay
performance than the LSQ with the same throughput. It is
also easy to see that the performance degenerates with the
presence of propagation delay, as shown in the previous
section. Noticing that the performance of the SE might degrade
more as propagation delays become larger, it is desirable
to study the performance of the algorithms under different
combinations of propagation delays and receiver on–off time
scales, to see where the SE has the best improvement over the
LSQ to justify its cost of larger feedback and processing load.

With a lack of effective analytical tools for now, we have
carried out extensive simulation to study the performance
tradeoffs of the three proposed control algorithms under dif-
ferent system parameters, with focus on the effect of different
receiver on–off time scales (fading statistics), different prop-
agation delays, and delay differences. The detailed results
are presented in our earlier paper [26], and are not included
here due to space limitations. We summarize the observations
obtained there in the following discussion.

The simplicity of the LSQ algorithm makes it a very
attractive solution in the cases where bandwidth and pro-
cessing capacity are at a premium, such as in PCS and
wireless networks. Our simulation shows that, for homoge-
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neous receivers, the LSQ algorithm works well when the
receivers’ fading durations are relatively small compared to
the propagation delay of the receiver closest to the source.
When the fading duration becomes larger than the propagation
delay, the throughput of the LSQ degenerates. The LSQ cannot
maintain a good throughput with a reasonable queuing delay
if the receiver fading durations are very long. The SE is
better in these situations because it achieves reasonable delay,
even for a relatively large buffer size. Our simulation results
showed that the performance improvement of the SE over
LSQ reduces as the propagation delay or delay difference
gets larger. Therefore, the LSQ might be favorable in the
cases with large propagation delay or delay difference. To
summarize, the SE best applies to both delay- and throughput-
critical applications (for which the performance of the LSQ
is not adequate) in the systems with larger receiver on–off
time scales (slow fading), larger buffer size, but not too large
propagation delays. It is well suited to the case of a huge
amount of data transfer from a high-performance server to
multiple receivers.

Our simulations also showed that the two feedback schemes
outperform the open-loop algorithm in terms of throughput,
assuming that the packet loss rate has to be low. The open-
loop procedure achieves delay performance similar to that of
the SE algorithm. The significant drawbacks of the open-loop
control are that it cannot avoid some packet loss and, more
importantly, it cannot adapt to the system changing. But there
may be some cases involving long propagation delays, multiple
mobile receivers with rapid fading characteristics, in which
feedback flow control algorithms will not be effective. In these
cases, one might have no choice but to resort to open-loop
control.

As we can see, the simulation approach enables us to
compare the relative impact of propagation delay and receiver
on–off time scales, but not in a precise manner. That is, we
observed that the LSQ and SE have their relatively good
operating environments, but we cannot specify the condition in
terms of system parameters. Therefore, an analytical approach
for systems with propagation delay is highly desirable and is
currently under investigation.

VI. CONCLUSIONS AND FUTURE WORK

In summary, the performance analysis and comparison
of multipoint flow control algorithms over combined wire-
less/wired networks is a brand-new area, and represents a
significant research challenge. There are three major chal-
lenges we face: multiple receivers (multicasting), stochastic
receivers (combined wired/wireless networks), and propa-
gation delay and delay differences. The buffer behaviors
of multiple correlated queues governed by stochastic delay-
differential equations need to be studied, but this obviously
presents great difficulty.

In this paper, we address the problem via a divide-and-
conquer approach. We are able to do some performance
analysis in the case where we assume zero propagation delay,
and select algorithms with a special property to be able to
decouple the buffer evolution behavior. The effect of the

propagation delay in multicast connections is then discussed.
Our work shows that the multicast flow control in the simplest
form is already a very difficult problem, but is of great interest.
Currently, we are investigating a method to approximate, by
a Markovian system, the multicast flow control problem with
multiple receivers and propagation delay. In this manner, we
can study more complicated algorithms with delay incorpo-
rated.

APPENDIX A
THE DERIVATION OF STATIONARY BUFFER

DISTRIBUTIONS FORLSQ WITH ZERO DELAY

We assume that the modulating Markov chains for the two
receiver servers are independent. Then they together can be
described by the composite process which is a
two-dimensional Markov chain on state space (on,
on) 1, (on, off) 2, (off, on) 3, (off, off) 4
with generator Denote the stationary distribution of this
process by (on, on), (on, off), (off, on), (off,
off) Then

The generator matrix is given by

Now, we consider the distributions of the fluid content of
the two receiver buffers. As we described in Section IV, the
LSQ algorithm in the zero-delay case adds a constraint so
that, during the period where , , and

for and . Equation (1) becomes

for
if
if and
if and

(22)

where and .
For real and nonnegative, let vector

where
state is is the stationary distribution of the buffer

occupancy of receiver when the system is in state for
. It was shown in [25] that is the solution

of the differential equation

(23)

where the matrix diag ,
is diagonal and is called the drift matrix.

The diagonal elements are all possible instantaneous buffer
growth rates for queue . Denote as the

th element of the matrix .
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The general solution of (23) is treated thoroughly in [25].
Here, we have different boundary conditions because of the
correlation of the two receiver queues. Let denote
the number of zero, positive, and negative elements on the
diagonal of the drift matrix respectively. Also

. Note that they are the same for both and .
Denote , and let

, which is also equal
to because ( ) can
only happen at isolated points in time. The two receivers are
correlated by . Note that is the proportion of
the time that queuestays full. The marginal distribution of the
buffer occupancy for receiver is just
for , and ,

.
Note that to solve (23), we needboundary conditions for

each . They are given by

(24)

(25)

Equation (24) is conventional, and it gives conditions
for each . Equation (25) captures the correlation of the two
receivers; it says that in state either receiver 1 or receiver 2
stays full. There are independent equations in (25). The
throughput rate of each receiver is given by

(26)

Note that there is no loss for this system.
The dimension of the differential equation (23) isfor each

. In this paper, we focus on the case where .
Equation (23) then reduces to a two-dimensional problem and
can be solved explicitly. Note that this is the case of multicast
sessions with homogeneous receivers and family receivers
which are very common and important in real systems. The
case of , i.e., heterogeneous receivers, can always be
solved by the numerical technique described in [25], but we
cannot write the distributions in closed form.

If 1, then 1, and
(23) reduces to

(27)

where the matrix is given by

(28)

(29)

and are specified by linear combinations:

(30)

(31)

The boundary conditions are

(32)

(33)

Matrix has two eigenvalues 0 and
. We can now solve the problem for

two separate cases.
Case 1: Homogeneous receivers with 1

and , which implies 0.
Case 2: Family receivers with 1 and

. Here, 0.
In both cases, we can explicitly solve the two-dimensional

differential equations with the specified boundary conditions.
The results are listed in Section IV-A.

VIII. A PPENDIX B
THE DERIVATION OF STATIONARY BUFFER

DISTRIBUTIONS FOR SE WITH ZERO DELAY

The derivation of buffer stationary distributions for SE with
zero delay can be studied as a dual problem to the LSQ case.
The underlying Markov chain is the same. The constraint in
the SE with the zero-delay case is that 0 in a period.
This implies that 0 and if
or 1 if for 1, 2 and . The
corresponding equation (14) becomes

for
if and
if
if and .

(34)

We define the complementary probability vector for SE
as where

state is , . Then also satisfies
(23) with the same and as in the LSQ case.

Denote and
let which is exactly

or the proportion of the time that queuestays
empty. In the SE case, ( ) can only happen
at isolated points in time. The two receivers are correlated
by . Note that

because is impossible.
The marginal distribution of the buffer occupancy for receiver

is given by for , and
, . We also have

that for .
The boundary conditions in this case are

(35)

(36)

Equation (35) holds because, when the drift is negative, it is
impossible for queue to stay full ( can only happen
at isolated points in time).

For the same reason as stated in the LSQ case, we focus
on the case with 1 and solve the two-
dimensional problem (27) for both the homogeneous and
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family receiver cases. Then the boundary conditions can be
specified as follows:

(37)

(38)

The normalized throughput is then given by (
0, server is on and source is off). The second term is equal
to 0, server is on). For receiver 1, it is
nonzero only in state (on, off), while it is nonzero only in state
(off, on) for receiver 2. Therefore

(39)

(40)

We can then solve the equations explicitly to get the results
presented in Section IV.

IX. A PPENDIX C
PSEUDOCODE OF THERECEIVER QUEUE SIZE

ESTIMATION PROCEDURE FOR THESE ALGORITHM

C.

For each receiver, the source maintains a pair of high and
low threshold values ( ), and a record of , which is the
last received queue growth rate from this receiver. INC
or DEC to indicate that the receiver queue is increasing
or decreasing, respectively. The source also maintains an
estimation of queue size for each receiver
. ON or OFF indicates thst the source is ON or OFF,

respectively. The estimation procedure has two parts.
1) The source updates every packet length period accord-

ing to the following procedure, and then the source policy is
updated based on the estimated queue length.

For each receiver :
if ( INC and ON)

;
else if ( DEC and OFF

and )
;

else ;
/* update source policy */
if (( ) or ( ))

OFF;
else if (( ) or ( ))

ON;
else OFF;
/* the following is used in part 2 */
if source policy changed, record the
current time ;

2) The source recalculates the estimated queue length when
it receives a feedback message from receiver.

If the feedback message ( )
is from receiver :

calculate the source on-times
and off-times within the last

interval ;
if ( INC)

on-times ;
else off-times ;
if ( ) ;
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