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PANDA: An Approachto ImproveFloodingBased
RouteDiscovery in Mobile Ad HocNetworks

JianLi andPrasantMohapatra

Abstract— In this paper we present an approach to im-
prove the performance of flooding-based route discovery
in mobile ad hoc networks(MANETs) using positional at-
trib utesof the nodes.Theseattrib utesmay begeographical,
power-aware,or basedon any other quality of service(QoS)
measure. Flooding technique is often used for route dis-
covery in on-demand routing protocols in MANETs such
asDynamic SourceRouting(DSR) and Ad hoc On-demand
DistanceVector(AODV) routing. To avoid the problem of
wir elessbroadcast storm, the Random Rebroadcast De-
lay(RRD) approachwas intr oduced in the processof route
discovery in theseprotocols. We identify the “next-hop rac-
ing” phenomena due to the RRD approach in thesepro-
tocols and proposea Positional Attrib utes basedNext-hop
Determination Approach(PANDA) to addressthis problem.
Weassumeeachnodeknowsits positionalattrib utes,and an
intermediate node can learn the positional attrib utes of its
previous-hop node via the received route-request message.
Basedon the attrib utessuchasthe relativedistanceand the
estimatedlink lifetime, an intermediate nodewill identify it-
selfasgoodor bad candidate for the next-hop nodeand use
differ ent rebroadcast delay accordingly. By allowing good
candidates to alwaysgo first, our approach will lead to the
discovery of better end-to-endroutesin terms of the desired
quality of service metrics. Thr ough simulation we evaluate
the performanceof our proposalusingpath optimality , end-
to-end delay and delivery ratio. Our approachcan alsobe
applied to discover routes basedon other constraints lik e
power conservation. Simulation resultsshow that our ap-
proachcanhelp find data pathswith only 15%~40% energy
consumption comparedto the RRD approachat a moderate
costof increasedrouting messages.

Index Terms—Flooding basedroute discovery, mobile ad
hoc networks, PANDA, positional attrib utesbasedrouting,
power aware routing.

I . INTRODUCTION

A mobile ad hoc network(MANET) consistsof a set
of wirelessdevices that are capableof moving around
freely andcooperatein relayingpacketson behalfof one
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another. It doesnot requireany fixed infrastructureor
centralizedadministration.Instead,it is completelyself-
organizingandself-healing.MANETs have many poten-
tial applicationsin avarietyof fields,likemilitary tactical
communication,disasterrescueandrecovery, andcollab-
orativegroupmeeting.

MANETs have gainedmore and more attentionfrom
researchersin recentyears.Many routingprotocolshave
beenproposedfor usein MANETs[1]. Mostof thesepro-
posalscanbeclassifiedinto two maincategories:proac-
tiveprotocols(e.g.,DSDV[2]) andreactive(oron-demand)
protocols(e.g.,TORA[3], DSR[4] and AODV[5]). In
general,proactive protocols rely on periodic exchange
of routing information and eachnodemaintainsknowl-
edgeof the entirenetwork topology, while reactive pro-
tocols dependon a query-basedapproachwherea mo-
bile nodeperformsroutediscoveryandroutemaintenance
only whenneeded.Someof theon-demandprotocols,like
DSR andAODV, useflooding basedquery-replymecha-
nismsto searchfor a new route. LAR[7] is an improve-
ment to DSR, which attemptsto utilize geographiclo-
cation information to restrict the flooding region. Some
position-based(incontrastto topology-based)routingpro-
tocols, like GPSR[15]and GRA[17], attemptto utilize
geographicinformationevenmoreaggressively, in which
packet routing is doneon the basisof a greedyforward-
ing approach.In this paper, we restrictour discussion to
on-demandprotocolswith routediscoverybasedonflood-
ing techniques.In particular, weproposeto utilize various
positionalattributessuchasgeographicallocation,veloc-
ity, and transmission power to improve the performance
of flooding-basedroutediscovery in MANETs.

Flooding based route discovery works as follows.
When a node S has somedata to sendto node D but
hasno existing route to the destination,it will initiate a
route discovery processby broadcastinga route-request
packet. An intermediatenodeI, uponreceiving theroute-
requestpacketfor thefirst time,will rebroadcasttheroute-
requestagain if it doesnotknow arouteto thedestination
nodeD. Finally, whentheroute-requestpacket reachesa
node(whichmaybethedestinationnodeD itself) thathas
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a route to nodeD, a route-replypacket is sentback to
thesendernodeS.To preventbroadcaststormdueto syn-
chronization,it wasproposedin [16] thata randomdelay
canbeintroducedbeforerebroadcastingamessageandre-
spondingto a broadcastmessage.In particular, thedelay
time is uniformly distributedbetween0 and10 millisec-
onds. We arguethat althoughthis RandomRebroadcast
Delay(RRD)approachisadequatefor solvingtheproblem
of broadcaststorm,it is not themostsuitableonein term
of searchingfor a betterrouteto thedestination.A better
route may be basedon metricslike robustness, shortest
hops,bandwidth,andbatterylifetime. In this paperwe
mainly considerrobustnessand the smallestnumberof
hopsfor finding a feasibleroute. We will also discuss
energy conservingroute discovery using flooding tech-
nique, which is highly desirablein wirelesssensornet-
workswheresensornodeshave limited batterysource.
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Fig. 1. ”Next-hop racing”: A scenariousinguniformly distributed
rebroadcastdelayin thefloodingbasedroutediscoveryprocess

Let usconsidera scenarioshown in Figure1. Two in-
termediatenodes,I andJ, receive a route-requestpacket
from nodeS almostat thesametime. Assumethatnode
I is moving muchfasterthannodeJ suchthatnodeI will
move out of nodeS’s rangesoonerthannodeJ does.So
we cansaynodeJ is a bettercandidateas the next hop
in term of link lifetime. Sincethe rebroadcastdelay is
uniformly distributed between0 and 10 milliseconds,it
is possiblethat nodeI will rebroadcastthe route-request
messageearlier than nodeJ. In order to reducerouting
overhead,eachnodewill only rebroadcasta route-request
packet for the samesource-destination pair oncewithin
a certainperiod. ThusnodesK, L andM will relay the
packetsentfrom nodeI andignoretheonesentfrom node
J. In otherwords,nodeI, which is a worsenext-hopcan-
didatein termof link lifetime, “wins” over nodeJ which
is insteadabetterchoice.We termthisbehavior as“next-
hopracing.” Ourmotivationfor thispaperis basedonthis
observation. We proposeto usepositionalattributessuch

as location and velocity information in determiningthe
rebroadcastdelaytime, while aimingat finding a longer-
livedroutewith a smallernumberof hopsto thedestina-
tion. WetermourapproachasPositionalAttributesbased
Next-hopDeterminationApproach(PANDA).

We will show that the PANDA approachcan also be
appliedto discover routesbasedon otherconstraintslike
minimal transmission power consumption.In somecases
like sensornetworks,end-to-enddelaymaynot beasim-
portantasenergy conservationconsideration.In thesenet-
works,wirelessnodesarebasicallystationary(orhavelow
mobility) andhave limited batterysource.It is desirable
to discoverroutesthatincurlesspowerconsumptionwhen
transferring datafrom sourceto destination.Ourproposed
approachis shown to performvery well in thesescenar-
ios,saving transmissionpowerupto 60%~85%compared
to theRRD approach.

The restof this paperis organizedasfollows. In Sec-
tion II wediscussdifferentpossibleapproachesto location
aidedroutediscovery in MANETs, andtheproposalout-
line of PANDA. In SectionIII, we discussthe designof
PANDA algorithmsin moredetail. In SectionIV we dis-
cussthesimulationof PANDA, andshow its performance
improvementby comparingtheresultsof PANDA andthe
RRD approach.Relatedworksin floodingbasedrouting,
power conservingrouting,andlocationaidedrebroadcast
delayarediscussedin SectionV. Thepaperis concluded
in SectionVI.

I I . DIFFERENT APPROACHES IN LOCATION A IDED

ROUTE DISCOVERY

Much work hasbeendonein the field of utilizing ge-
ographicallocation information in ad hoc routing proto-
cols.Someflooding-basedprotocols,suchasLAR[7] and
DREAM[8], attempttouselocationinformationto restrict
the flooding region and thus reducethe flooding over-
head. Someposition-basedprotocols, such GPSR[15]
andGRA[17], attemptto usegreedygeodesicforwarding
schemesin routing packets. A survey on position-based
routing protocolsin MANETs canbe found in [22]. We
will further discusstheserelatedworks in the context of
floodingbasedroutingprotocolslaterin SectionV. In this
sectionwe will addressthe topic of locationaidedroute
discovery from a different perspective. In particular, we
identify threegeneralapproachesin existing literatureto
utilize geographicallocation information for on-demand
routediscovery. We will alsostateour proposaloutline
in this context: a PositionalAttributesbasedNext-hop
DeterminationApproach(PANDA) to improvetheperfor-
manceof flooding-basedlocation-aidedroutediscoveryin
adhocnetworks.
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Approach 1: Periodic Beaconing + Sender-based Next-
hop Selection

In this approach,eachnodeperiodically broadcastsa
HELLO messageto its neighbors,so that eachnodehas
the local knowledge(suchaslocationandvelocity) of all
its neighbors.In routediscovery phase,uponreceiving a
route-requestpacket,anintermediatenodewill choosethe
bestneighboringnodeasthe next hop(in termsof some
metricslike farthesthopdistancetowardsthedestination
location), and forward(unicast)the route-requestpacket
to it. Thisprocedureis iteratively performed,hopby hop,
until a routeto thedestinationis found. Note that in this
approach,it is thesender(orupstreamintermediatenode)
thatdecideswhich neighboringnodehasto bechosenas
thenext hop.Hencewe termthisapproach“sender-based
next-hop selection.” A similar approachwas proposed
in ABR[18], which attemptsto choosethe bestneighbor
as the next-hop nodein termsof associativity andother
metrics. Several position-basedrouting protocols, like
GPSR[15]andGRA[17], alsousethis approachin decid-
ing thenext-hopnodewhenforwardingpackets.

Comparedto proactive protocols,like DSDV[2], this
approachreducesthe advertising overheadin the sense
that it restrictsthe periodic beaconingmessageswithin
onehop range. It is alsomore feasibleto keeptrack of
thestatusof directneighborsthanto maintainknowledge
of the entirenetwork topology. The periodicbeaconing,
however, is still too expensive for mobile wirelessnodes
with limited bandwidthandbatterypower.

Approach 2: Flooding + End-to-End Path Evaluation

This approachis similar to DSR[4]. It doesnot require
periodic HELLO messages,which dramaticallyreduces
routingoverheadin termsof numberof routingmessages.
Without any global or local knowledge(except existing
routesin the local cache),it usesflooding techniquesto
searchfor a new routewhenneeded.Upon receiving a
route-requestpacket, an intermediatenode,without hav-
ing anexisting routeto thedestinationin thelocal cache,
will appendits ID andothernecessaryinformation(e.g.,
location, velocity, batterycapacity)to the route-request
packet andrebroadcastit again. As mentionedearlier, a
randomrebroadcastdelayis appliedto preventbroadcast
synchronization.Finally and hopefully, multiple copies
of the route-requestmessagealong different routeswill
reachthe destinationnode, that is, multiple routesmay
be found for a sourceanddestinationpair at the endof
a route discovery process. Routeevaluation is doneat
theendnodes(sourceor destination)basedon somemet-
rics. DSR(without using location information though)
usesshortesthopsasaselectionmetricatthesendingside.

A similar ideawasproposedin [19], in which end-to-end
routesareevaluatedin termof nodes’behavior(malicious
or beneficial).

Notethatin thisapproachthesender(orupstreaminter-
mediatenode)doesnot specifywhich neighboringnode
will be the next-hop node. A uniformly distributed re-
broadcastdelayis introducedmainly to addresstheprob-
lem of wirelessbroadcaststorm. This uniform random-
nessalso implies that thereis no discriminationamong
thenext-hopneighboringnodes.In otherwords,all neigh-
boringnodesthat receive theroute-requestmessagehave
anequalprobability to becometheactualnext-hopnode,
whichin turnimpliesthatthesetof routesresultingfrom a
routediscovery processmaynot includethebetterroutes
that exist in the topology. This casewas demonstrated
in Figure 1. Another drawback of this approachis that
it hasto carrya setof parameters(e.g.,location,velocity,
batterycapacity, etc.) of all the intermediatenodesalong
thepathin theroute-requestpacket,which maymake the
route-requestpacket way too largeasthenetwork diame-
ter increases.

Approach 3: Flooding + Sender-based Next-hop Selec-
tion

Similar to the previous approach,this approachdoes
not requireperiodicHELLO messages.It alsodepends
on floodingtechniquesto find new routes.Whatmakesit
differentfrom Approach2 is thatthesender(oraupstream
node)will specify, explicitly or implicitly, the qualifica-
tions of next-hop candidates.Upon receiving the broad-
castroute-requestpacket, only thoseneighboringnodes
that satisfy the specifiedrequirementswill rebroadcast
it again. Other neighboringnodesjust drop the route-
requestpacket silently. Sincenotall nodesin thenetwork
participatein rebroadcasting,route-requestfloodingover-
headis reduced.

This approachis usedin LAR[7], in which a request
zone is specifiedin theroute-requestpacketandonly those
nodeslocatedinsidetherequest zone will rebroadcastthe
route-requestpacket. DREAM[8] alsousesthisapproach,
which insteadspecifiesa directionalangleastheflooding
zone.Notethatin thisapproach,it is thesender(oranup-
streamnode)thatspecifiesarestrictedareaastheflooding
candidates;hencethename“sender-basednext-hopselec-
tion.”

Approach 4: Flooding + Receiver-based Next-hop Deter-
mination

We proposea new approachfor flooding basedroute
discovery which relies on the characteristicsof the re-
ceiver, andthus it canbe categorizedas“receiver-based
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next-hop determination”approach.The primary motiva-
tion of this approachis to addressthe problemof “next-
hop racing” dueto uniformly distributedrebroadcastde-
lay. Our approachwill give preferenceto goodnext-hop
candidates(furtherdiscussedin sectionIII) andhencewill
leadto thediscovery of betterend-to-endroutesin terms
of thedesiredQoSmetrics.

Like Approaches2 and 3, our approachdoesnot re-
quireperiodicbeaconingmessages.Whena new routeis
needed,a route-requestpacket will bebroadcastedby the
sender. The sender(or upstreamnode)doesnot specify
any requirementfor next-hopcandidates.Instead,there-
ceiver (or downstreamnode)will identify itself asa good
or bad candidate,and apply different rebroadcastdelay
accordingly. In particular, uponreceiving a route-request
packet, a neighboringnodethat identifiesitself asa good
candidatefor next-hopwill wait for a shortertime before
rebroadcastingit, while a bad candidatewill collabora-
tively defer its rebroadcastuntil the good candidates,if
any, aredone.In thisway, goodcandidateswill alwaysgo
first andthus“win” in theroutediscoveryprocess.Hence
the “next-hop racing” phenomena(shown in Figure1) is
suppressed,andbetterend-to-endroutesarediscovered.

I I I . PANDA DESIGNS

Thebasicideaof PANDA is to discriminateneighbor-
ing nodesasgoodor badcandidatesfor the next hop on
the basisof positionalattributesof interest,suchas rel-
ative locationand link lifetime estimation. Goodcandi-
dateswill useshorterrebroadcastdelay, while bad can-
didatesuse longer delay such that the good candidates
always go first. As mentionedearlier, discriminationis
doneat the receiver (or downstreamnode)side. Since
goodcandidatesalwaysgobeforebadones,abetterroute
in termsof metricssuchashopcount,delay, power con-
sumption,canbe found. In this sectionwe will discuss
thedetaileddesignsof PANDA-LO(LocationOnly) algo-
rithm and PANDA-LV(Location & Velocity) algorithm,
bothof whichareemployedto find aroutewith thesmall-
estnumberof hopsandlowestend-to-enddelay. To show
PANDA’s capability in searchingroutesbasedon other
constraints,wewill alsodiscusshow to applythePANDA
approachin searchingapower-conservingroutein sensor
networks. For this purpose,we developedthe PANDA-
EC(Energy Conserving)algorithm.

We assumethat eachmobile node is equippedwith
GlobalPositioningSystem(GPS)sothat it is awareof its
geographicallocationandvelocity information.To let the
downstreamnodeslearntheprevious-hopnode’s location
andvelocity information,we assumethat theseinforma-
tion is carriedwith theroute-requestmessagein eachhop.

Upon receiptof a route-requestpacket, an intermediate
nodecancompareits own locationandvelocity with that
of theprevious-hopnodeandthendeterminetherebroad-
cast delay accordingto the algorithm it uses,namely,
PANDA-LO, PANDA-LV, or PANDA-EC. Note that this
decisionis madeat the downstreamnodeside. Thenthe
intermediatenodereplacestherelatedfields in theroute-
requestpacketwith its own locationandvelocity informa-
tion andrebroadcastsit afterthelocally-determineddelay.

The PANDA algorithms are fully distributed in the
sensethat there is no intercommunicationsamong the
neighboring nodes except that they get the location
and velocity information from the previous-hop node.
Upon receiving a route-requestmessagefrom the same
previous-hopnode,all theneighboringnodesrunthesame
algorithmlocally andindependently. PANDA algorithms
aredesignedin sucha mannerthat,while competingfor
beingchosenasthenext-hopnode,neighboringnodesco-
operatein awaysuchthatgoodcandidatesalwaysgoear-
lier thanbadones.Comparedto theRRD approach,this
featurenaturally leadsto the discovery of betterend-to-
endroutesin termsof thedesiredQoSmetrics.

A. PANDA-LO

In thisapproach,whendeterminingtherebroadcastde-
lay, we only considerthe distancebetweentwo nodes
withoutestimatingthelink lifetime. Thebasicideais that
thefartheraway a neighboringnodeis from theupstream
node,the shorterrebroadcastdelay it will use. Thus, a
route-requestpacket alwaysattemptsto make a big jump
in eachhopof rebroadcasting.Intuitively, ashorterpathin
termof hopcountwill befoundfrom sourceto destination
usingthisapproach.
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Fig. 2. An exampleof “PANDA-LO” approach

Considerthe exampleshown in Figure2. Whennode
A, B andC receive a route-requestpacket from nodeS,
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nodeA, which is farthestaway from nodeS,will identify
itself asthe bestnext-hop candidateandusethe shortest
rebroadcastdelay, while nodeC, which is closestto node
S,will identify itself asa badcandidateandwill wait un-
til nodeA andB aredone(withoutbeingawareof their
existencethough).

Thecalculationof link distanceis basedonthelocation
of thecurrentintermediatenodeandthatof theprevious-
hop node. Take nodeA for example. WhennodeA re-
ceivesthe route-requestfrom nodeS, nodeA will calcu-
lateits distanceto theupstreamnodeS asfollows:

��������� �
	����	�������������������������
(1)

where �! #"%$'&("%) and �* #+,$'&(+,) are S and A’s locations,
respectively. Having the distanceinformation, node A
canusePANDA-LO to determineits rebroadcastdelayac-
cordingly.

A possibleimplementationof “PANDA-LO” approach
is shown in Algorithm 1. Wechooseappropriatethreshold
valuesfor -�. , -'/ , and -'0 suchthat -�.213-'/413-'0 . This
algorithm classifiesneighboringnodesinto four classes
which will determineto usedifferentrebroadcastdelays.
In Algorithm 1, 5 . is the basetime of delay in millisec-
onds,andthefunction 687:9<;:=?>A@B�DC�$E5F.<) will returna ran-
domvalueuniformly distributedbetween0 and5 . . As our
designgoal,anodein abetterclassof next-hopcandidates
will useshorterrebroadcastdelay. In particular, neighbor-
ing nodesin Class1 differ a randomtime uniformly dis-
tributedin rangof �!5 . $'GIHJ5 . ) , andneighboringnodesin
Class2 differ arandomtimeuniformly distributedin rang
of �DGKH�5 . $�LKH�5 . ) , andsoon. By choosingdifferentvalues
for 5F. wecanvary therangesof thedelaytimesfor differ-
entclasses. Note that thedelaytimesof differentclasses
do not overlapeachother, which is intendedto guarantee
that good candidatesgo first. However, due to the ran-
domnessincurredby 6M7�9?;:=?>�@N��C�$O5P.Q) , candidateswithin
asingleclassmaygobeforeeachotherrandomly.

Algorithm 1 Determining Rebroadcast Delay in
“PANDA-LO”
atnodeA
if
�R�'���

> S�T
delay= U<T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class1

else if
�R�'���

> S �
delay= ced8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class2

else if
�R�'���

> SMf
delay= ged8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class3

else
delay= hed8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class4

We wantto point out that it is possiblethatthefurthest
neighboringnodecould be out of the transmission range
of theupstreamnodeprettysoonif they aremoving apart.

SoPANDA-LO mayleadto fragile pathsbecauseit does
not considerthe link lifetime in theprocessof routedis-
covery.

As discussedearlier, all neighboring nodes deter-
mine their rebroadcastdelaysindependentlywithout be-
ing aware of the existence(ornonexistence)of one an-
other. Considera rare caseat a certain hop in which
there are only a few neighboringnodes,all of which
fall into the worst category-Class4. Theseneighboring
nodeswill wait for a randomdelay time in the rangeof�!ijHk5P.Q$�lmHk5P.<) . Thus they wastesomeamountof time
in waiting andhenceincur unnecessarydelayin theroute
discovery process. However, this route discovery delay
only affectspacketscurrentlywaiting in buffer for trans-
mission,which accountsfor a small portionof total traf-
fic over a long period. Additionally, if the mobile nodes
areuniformly distributedin a specificarea,occurrenceof
suchacaseis rare.

B. PANDA-LV

Now let us discussthe PANDA-LV approachwhich
usesboth locationandvelocity informationto determine
therebroadcastdelay. By estimatingthelink lifetime and
choosingneighboringnodeswith stablelinks asthenext
hopsin routediscovery, we expectto find longer-livedas
well asrelatively shorterpathfrom a sourceto a destina-
tion.
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Fig. 3. An exampleof “PANDA-LV” calculation

Consider the example shown in Figure 3. An up-
streamnodeSbroadcasts(or rebroadcasts)aroute-request
packet, and its downstreamnodesareA, B andC. How
will the downstreamnodedetermineif it is a goodcan-
didateor not? Let’s considernodeA for example. First,
nodeA will calculateits distanceto theupstreamnodeS
by usingequation(1). NodeA will alsoestimatethelife-
time of thelink betweennodesA andS basedon thedis-
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tanceandrelativevelocity. Assumethewirelesstransmis-
sionrangeis R. In Figure3, assumen " and n + areS and
A’s velocity respectively. Let nE+�o " betherelative velocity
of nodeA to nodeS, p betheangle q rtsus�v (or q rJsJ ) ,
and wKsJ xw bethedistancethatnodeA canmove before
it is out of the transmissionrangeof nodeS(assumingS
andA would not changetheir moving speedsanddirec-
tions during this period). Basedon the cosinetheorem,
the formulaswe useto calculatethe estimatedlink life-
timeareasfollows:

�Ry���z �I���{�Ry��|}y��~�D�{�R�������
(2)

� \P�F�����'� �R�'��� � ���R��� � � � ��R�'� � � �
c,d ������� d �R��� � � (3)

����	��Z� ���O	��*�k��R�'���*�2���R�'���*� d � \P���A���A� (4)

+
�R�'��� d � \P�F�����

SZ�Z�K�����Z��� ��z �|�
����	����y���z �~� (5)

Note that -J�(�{�e���,��� +�o " is the estimatedlifetime of
thelink betweennodeA andS. Intuitively, thelongerthe
lifetime of eachlink alongthe path,the longer-lived the
routeis asawhole.

Having thedistanceandlink lifetime information,node
A canrun Algorithm 2 to determineits qualificationand
setits rebroadcastdelayaccordingly. In Algorithm 2, -�.
and - / aretwo thresholdvaluesfor distance,and � . , � / ,
and ��0 are thresholdvaluesfor the estimatedlink life-
time. We chooseappropriatevaluesfor thesethresholds,
which satisfy -�.�1�-'/ and ��.�1��:/�1��:0 , suchthat
Class1 is betterthanClass2, which is in turn betterthan
Class3, andso on. Class1 is farthestaway(-|.`1�-'/ )
from the upstreamnode S and the link lifetime is the
longest(��.�1��:/�1��:0 ), while Class2 hasthesamedis-
tanceasClass1 but ashorterlink lifetime,andClass3 has
even shorter(but still fairly good)distanceand link life-
time. All othernodesfalls into Class4, which represents
the worst candidatesasthe next-hop nodes.As in Algo-
rithm 1, goodcandidatesuseshorterrebroadcastdelay.

Algorithm 2 Determining Rebroadcast Delay in
“PANDA-LV”
atnodeA
if
�R�'���

> S�T && SZ�O�K���t�O��� ��z � > �RT
delay= U<T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class1

else if
�R�'���

> S�T && SO�Z�K�����Z��� ��z � > � �
delay= ced8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class2

else if
�R�'���

> S � && SO�Z�K�����Z��� ��z � > � f
delay= ged8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class3

else
delay= hed8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class4

We would like to point out that the classification
demonstratedin both Algorithms 1 and2 just embodies
the ideaof discriminatingnext-hopnodesasgoodor bad
candidates.Neitherthefour classesarenecessary, norare
they typical. While we canchooseotherthresholdvalues
and usemore or lessfine-granularclasses,we find that
this four-classdifferentiationalreadyshows goodperfor-
mancein simulations(describedin SectionIV).

C. PANDA-EC

In somecasessuchaswirelesssensornetworks,power
conservation is moreimportantthanreductionof end-to-
end delay. Wirelesssensornodeshave limited battery
sourcewhichcannotbereplacedor rechargedin mostsit-
uations.Thusit is desirableto discoverpowerconserving
end-to-endroutessuchthat the lifetime of thewholenet-
work canbe prolongedasmuchaspossible. Thesenet-
worksnormallyhavehighnodedensityandvery low mo-
bility. To achievethegoalof powerconservation,it would
be desirableto breaka big singlehop into several small
hopssuchthateachsmallhopneedsvery small transmis-
sionpower andtheoverall power consumptionalongthe
path is much smaller than a big single hop, as demon-
stratedin thefollowing example.

S A B D

R

R/3 R/3 R/3

Fig. 4. Transmissionpower: singlehopv.s. multihop

Let usconsidertheexampleshown in Figure4. NodeS
cansenddatato nodeD directly in onesinglehopof dis-
tanceR, or in threesmall hopsof distanceR/3 via inter-
mediatenodesA andB. Weassumeeachnoderequiresthe
sameminimalreceiving power �� �¡|¢�£
¤ for correctpacket
reception.WealsoassumethepropagationlossL is asim-
ple functionof distanceR asfollows[9]:

S � � d�¥t¦ � (6)

wherec and § areconstants.So, the requiredtransmis-
sionpower for a singlehopover distanceR andthatfor a
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smallhopoverdistanceR/3are,respectively:

¨Z©(ª¬«®'¯�°�±2²�³µ´·¶¹¸º¯�»®¼�½ � ¨Z¾ ª�¿�³µÀ d�S � ¨Z¾ ª�¿�³µÀ d � d�¥ ¦ (7)

¨Z©Eª¬«®�¯�°�ÁE½ � ¨Z©Eª¬«®Át¯b°�ÂÃ½ � ¨Z©Eª¬«®Â¬¯�°�±:½
(8)

Ä �� �¡|¢�£
¤ HeÅ�HK��Æ~Ç�L�)ºÈ
We obtainthe total transmissionpower alongthe path

andtheratioof powerconsumptionas:

¨Z©Eª¬«®�¯�°�±2ÉD³ � Á � ÀF²�ÂM½ � ged ¨ ¾ ª�¿�³µÀ d � d � ¥¬Ê�g � ¦ (9)

¥|Ë?U YD\K�
¨Z©Eª¬«®�¯�°�±2É�³ � Á � À%²�ÂÃ½
¨Z©Eª¬«®�¯�°�±2²�³
´·¶�¸º¯�»Ì¼�½ � ged ¨Z¾ ª�¿�³µÀ d � d � ¥¬ÊÍg � ¦¨Z¾ ª�¿�³µÀ�Î!¸DÎ ¾'Ï

(10)Ð Ñg « ¦EÒ T ½
Note that thepropagationconstant§ is oftenassigned

a valueof 3 or 4 in practice,which makesthepower con-
sumptionratio small. For a givendistance,asthenumber
of hopsincreases,thepowerconsumptionratiodecreases.
Thus,in theroutediscoveryphase,it isdesirabletochoose
closeneighboringnodesas next-hop candidates.Using
Figure2, we canderive PANDA-EC algorithm,which is
similar to PANDA-LO algorithmbut workstheotherway
around.

Algorithm 3 Determining Rebroadcast Delay in
“PANDA-EC”
atnodeA
if
�R�'���

< SÃf
delay= U<T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class1

else if
�R�'���

< S �
delay= ced8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class2

else if
�R�'���

< S�T
delay= ged8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class3

else
delay= hed8U?T �WV(XZYD[Z\^]P_`�ba,� U?T � //this is Class4

PANDA-EC algorithm is shown in Algorithm 3. Re-
ferring to Figure2, -�. , -R/ and -R0 aredistancethreshold
valuesthat satisfythe relation: -R0`ÓÔ-R/`ÓÕ-�. . Like in
PANDA-LO shown in Algorithm 1, 5F. is the basedelay
timeand687:9<;:=?>A@B�DC�$E5F.<) will returna randomvalueuni-
formly distributedbetween0 and 5F. . In this PANDA-EC
algorithm,neighboringnodesarealsoclassifiedinto four
classes.Unlike in PANDA-LO wherefartherneighboring
nodesuseshorterdelay, PANDA-EC allows closerneigh-
boring nodesto go first. In particular, closeneighboring
nodeswill beclassifiedasgoodcandidatesanduseshort
rebroadcastdelay, while neighboringnodesfar away will
beclassifiedasbadcandidatesandwait for longerdelay.
So in PANDA-EC scheme,eachhop attemptsto make a

relatively small jump, andthusthetotal power consump-
tion of therouteis hopefullysmall.

What makesPANDA-EC different from the RRD ap-
proachis the way to deal with duplicateroute-request
messagesandtheway to determinerebroadcastdelay. In
theRRD approach,eachintermediatenodehasa request-
cachetable and will ignore a replicatedroute-request
packet if it hasbeenheardrecently. In PANDA-EC ap-
proach,theoverall transmissionpowerof thepartialroute
that hasbeentraversed so far is carriedwith the route-
requestpacket. If the duplicateroute-requestpacket is
from a pathwith lesspower consumption,the intermedi-
atenodewill still rebroadcastit again. As shown in Algo-
rithm 3, the rebroadcastdelayis determinedon thebasis
of hopdistance.By this way, PANDA-EC trys to explore
thenetwork for pathswith lesspower consumptionat the
costof increasedroutingmessages.

IV. SIMULATIONS AND RESULTS

In this sectionwe evaluatetheperformanceof PANDA
approachesthroughsimulations. We usethe ns-2 simu-
lator[27] to simulatePANDA-LO andPANDA-LV algo-
rithms. The MonarchGroup’s mobility extension[28]to
the ns-2 simulator provides detailedimplementationof
IEEE 802.11radio andMAC specifications.In order to
comparethe resultsof the PANDA approachesand the
RRD approach,we utilize the codebaseof DSR in the
ns-2 simulatorandintegratePANDA-LO andPANDA-LV
algorithmsinto DSR.Althoughour discussion andsimu-
lation of PANDA-LO andPANDA-LV is basedon DSR,
thesePANDA algorithmsareapplicableto otherflooding
basedroutingprotocolsfor MANETs, suchasAODV. We
have integratedPANDA into AODV and the simulation
resultsarequite similar to that of DSR.To avoid repeti-
tion, we show theresultsbasedon DSRschemeonly. In
any case,theproposedapproachis independentof theun-
derlyingroutingalgorithm.

We alsoevaluatethecapabilityof PANDA-EC scheme
in termof finding power conservingend-to-endroutesin
wirelesssensornetworks. We focus on the power con-
sumptionof theroutesdiscoveredby PANDA-EC andby
the RRD approach. We assumethat sensornodescan
dynamically control their transmission power, which is
not supportedin the ns-2 simulator. In PANDA-EC, we
assumethat whendoing flooding basedroutediscovery,
an intermediatenodewill rebroadcasta duplicateroute-
requestpacket aslong asit is from a pathwith lesstrans-
missionpowerconsumption.Wealsoassumethatthedes-
tination nodedoesnot respondto the first route-request
packet immediately. Instead, it will wait for a small
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amountof timefor multiple incomingroute-requestpack-
ets,andthenchoosetheroutewith minimal transmission
powerconsumption.Consideringoursimulationgoaland
the easeof implementation,we wrote our own discrete
event simulationprogram,insteadof modifying the ns-
2 simulator, to comparethe performanceof PANDA-EC
andtheRRD approach.

A. PANDA-LO and PANDA-LV

The simulation areais 1500Ö 300 squaremeters. A
node’s speedis uniformly distributed in the rangeof (0,
20)meterspersecond,andits wirelesstransmission range
is 250 meters. The nodesmove accordingto the Ran-
dom Waypoint model[16], and the communicationpat-
ternis peer-to-peercommunications,asis providedby the
MonarchGroup’smobility extension[28]to ns-2. To ana-
lyzePANDA’sperformanceunderlow andhighnodeden-
sities,we use50 nodesand100 nodes,respectively. In
both cases,thereare 30 constant-bit-rate(CBR)connec-
tions, eachof which randomlystartsduring the first 180
secondsandhasa bit rateof 4 packetspersecond.Each
simulationrunsfor 500 secondsof simulationtime. Ini-
tially, nodesare uniformly distributed in the simulation
area.After thesimulationstarts,eachnodewill stayat its
initial locationfor pause-time seconds,andthenrandomly
choosesa destinationlocationwithin thesimulationarea
and startsmoving towards the destinationwith a speed
randomlychosenbetween(0, 20) meterspersecond.Af-
ter it arrivesat thedestination,it will staytherefor pause-
time secondsandthenchoosesanew destinationandnew
speedand moves again. The parameterpause-time re-
flects the degreeof mobility of a MANET. For different
mobility, we usedifferentpause-times of 0, 30, 60, 150,
300, and 500 seconds. When pause-time is 0 seconds,
it meansthat all nodesare moving all the time and the
MANET hashigh degreeof mobility. Whenpause-time
is 500seconds,it meansthatall nodesarestationarydur-
ing the simulation. For eachpause-time(i.e., eachpoint
of thecurves),we run multiple roundsof simulationsus-
ing differentmoving patternsandthenobtaintheaverage
results.

First, let usobserve thepathoptimality ratio shown in
Figure5. Herethepathoptimality ratio is definedasac-
tualpathlengthovershortestpathlength.Sothelowerthe
ratio, thebetteris thepath.In both50 nodeand100node
networks,bothPANDA-LO andPANDA-LV achievebet-
terpathoptimality thanDSR.This is becausePANDA al-
gorithmsattemptto make a longer jump in eachhop of
rebroadcastin the processof routediscovery, which nat-
urally leadsto shorterend-to-endroute in term of num-
ber of hops. We canalsoobserve that the improvement
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Fig. 5. Comparisonof pathoptimality ratio

in path optimality increasesas the pausetime becomes
larger. This phenomenacanbeexplainedin this way: as
thepausetime increases,thedegreeof mobility decreases
andthe network topology is morestationary. So oncea
routeis discoveredbetweena pair of sourceanddestina-
tion, the routewill beusedfor quitea long time because
no routebreakageis likely to occur. SinceDSRis likely
to discover longerroutesthanPANDA, a morestaticnet-
work topologymeansthata largernumberof packetswill
have to go throughlongerroutesin DSR.This is therea-
sonwhy PANDA will performevenbetterthanDSRin a
staticMANET.

Figure6 shows the numberof packetsthat experience
routeerrorswhenthey travel from sourceto destination.
As implementedin DSR,whenan intermediatenodeat-
temptsto transmita packet but endsup with getting a
transmission error reportedfrom the data link layer, a
route-errorpacketwill besentbackto theoriginalsender.
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Fig. 6. Routeerrors

In our simulation, the samepacket will be recountedif
it undergoestwo or more routeerrors. We observe that
PANDA-LV has a smaller numberof route errors than
DSRdoes,while PANDA-LO hasarelatively largernum-
berof routeerrors.ThisshowsthatPANDA-LO maylead
to fragile pathsbecauseit doesnot considerthe link life-
time in routediscovery.

Now, let us comparethe end-to-enddelaysshown in
Figure 7. In both 50 nodesand 100 nodesnetworks,
PANDA-LV haslower end-to-enddelaythanDSR,while
PANDA-LO doesnotshow this improvement.This is due
to the fact that PANDA-LO may lead to fragile routes
without consideringthe link lifetime. According to the
implementationof DSR,whena packet meetsa routeer-
ror, the intermediatenodewill try to rescuethe packet
with alocally cachedroute.If nosuchrouteis foundin the
local cache,thepackethasto wait for anew route.Hence
fragile route in PANDA-LO will certainly increasethe
end-to-enddelivery delayeven thoughit hasbetterpath
optimalityasshown in 5. Onthecontrary, PANDA-LV ap-
proachcandiscover routesthatareshorterin termof hop
countand longer-lived in term of link stableness.Since
thepathhassmallernumberof hops,thepacketswill face
lessqueuingdelaywaiting for wirelesschannel,compar-
ing to that in DSR.Sincethe pathis longer-lived, fewer
routebreakageswill occurandthusdatapacketswill face
lessbuffering delaywaiting for new routes.SoPANDA-
LV canachievebetterend-to-enddelaythanDSR.

As shown in Figure 8, we observe that both PANDA
approachescanachieve almostthe samepacket delivery
ratio asDSR.Herepacket delivery ratio is definedasthe
numberof receivedpacketsover thenumberof sentpack-
ets. From Figures5 and 8, we can observe that both
PANDA approachescanimprove pathoptimality without
degradingtheend-to-endthroughput.
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Fig. 7. End-to-enddelays

B. PANDA-EC

In this simulation we comparethe performanceof
PANDA-EC and the RandomRebroadcastDelay(RRD)
approach.We only considerstaticnetwork topology. The
simulationareais 1500Ö 300 squaremeters. For differ-
ent nodedensity, we use20, 40, 60, 80, 100 nodes.For
eachnodedensity, we run multiple simulationswith dif-
ferentconnectionnumbersandobtainaverageresults.For
both RRD andPANDA-EC approaches,we assumethat
the wirelessnodescan dynamically control their trans-
missionrange.In theroutediscovery phase,however, the
nodeswill usea fixed transmissionrangeof 250 meters
for broadcastingroute-requestpackets. Oncetherouteis
discovered,anen route nodewill dynamicallychangeits
transmission rangebasedon thelink distanceto thenext-
hopnode.

We definepathenergy ratio asthepower consumption
of the route discoveredby PANDA-EC over that of the
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route found by the RRD approach. The routing over-
headratio is definedas the numberof routing packets
in PANDA-EC approachover the sameparameterin the
RRDapproach.As shown in Figure9, thepathenergy ra-
tio is aslow asonly 15%~40%.This translatesto a huge
saving of energy in sensornetworks. We observe that
as the numberof nodesincreases,the path energy ratio
decreases.This meansPANDA-EC cansave even more
powerunderhighnodedensity. Thecostwepayis in term
of routingoverhead,which is about10%~70%morethan
the RRD approach.This extra overheadincreasesasthe
network densityincreases.Wearguethatthiscostis worth
becausetheroutediscoveryprocessis seldomexecutedin
thesestaticnetworks.Oncetheroutesarefound,they will
beusedto transferdatapacketsover a long period.Soby
greatlyreducingthepowerconsumptionof datapaths,we
canprolongthe overall systemlifetime, even thoughwe
needto paymorecostin theroutediscoveryphase.

V. RELATED WORKS

Flooding based techniquesare used by a number
of routing protocols in MANETs, such as DSR[4],

AODV[5], LAR[7] and DREAM[8]. As discussedear-
lier, to avoid the problemof broadcaststorm, DSR and
AODV introducea uniformly distributed randomdelay
beforerebroadcastingroute-requestpacketsandrespond-
ing to abroadcastpacket. To reducefloodingoverhead,an
intermediatenodewill dropduplicateroute-requestpack-
ets heardwithin a short period. Due to this reason,as
describedin [10], multiple routesdiscoveredat the end
of a routediscovery processarenearly identical,except
for somelimited diversity in the last few hopspreceding
thedestination.Theauthorsof [10] proposedto use“di-
versityinjection” techniqueto introducediversity into the
collectionof route repliesin query-basedrouting proto-
cols. Thebasicideais that intermediatenodescachethe
partialroutesfoundin theduplicate,to-be-droppedroute-
requestpackets.Whenlaterrelayinga route-replypacket
backto therouterequester, theintermediatenodeswill in-
ject diversity into theroute-replypacket by replacingthe
partial route from the local cache. To addressthe prob-
lem of high perpacket overheadin sourceroutingproto-
colssuchasDSR,“implicit sourcerouting” techniquewas
proposedin [11].

A varietyof techniqueshave beendevelopedto reduce
the flooding overheadin on demandprotocols.DSR ag-
gressively utilizesroutecacheto reducetheroutingover-
head[12]. ZRP[6] is a hybrid protocol,whereintra-zone
routing is donewith a proactive approachandinter-zone
routing is donewith an on-demandapproach.For rout-
ing within a local neighborhood(intra-zonerouting)ZRP
usesa simple,timer-basedLink Stateprotocol.For desti-
nationsthat arelocatedbeyond the local zone(inter-zone
routing),ZRP usesa query-replymechanismto discover
route on demand. ZRP’s inter-zone routing is depen-
denton a servicecalledbordercasting, which allows the
route-requestpackets to be directedto the currentinter-
mediatenode’s peripheralnodes. By utilizing border-
casting and appropriatequery control mechanisms[14],
ZRPcanreducetheroutingoverheadcomparedto purely
proactive link stateor purelyon-demandroutediscovery.
BothLAR[7] andDREAM[8] attempttoutilizegeograph-
ical location information to reducethe flooding over-
head.They assumethatmobilenodescanlearntheir loca-
tionsvia meanssuchasGlobalPositioningSystem(GPS).
Basedon the location of an intermediatenodeand that
of the destinationnode,packets(route-requestpackets in
LAR, datapackets in DREAM) canbe broadcastinto a
restrictedregion insteadof thewholenetwork, hencere-
ducingtheroutingoverhead.More recently, a gossiping-
basedapproach[13]wasproposedto reducethe flooding
overheadin ad hoc routing protocols,whereeachnode
forwardsa route-requestpacketwith someprobability.
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Location-aidedrebroadcastdelayhasbeeninvestigated
beforein [20] and [21], which proposeddistance-based
andlocation-basedschemes,amongothers,to addressthe
problemof broadcaststormin a mobile ad hoc network.
Our proposalof PANDA is similar to [20] and[21] in the
sensethatwe alsoattemptto utilize locationinformation
to determinerebroadcastdelay. But weuselocationinfor-
mationin a differentmanner. In our PANDA approaches,
locationinformationis usedto determineif anintermedi-
ateis a goodor badcandidatefor thenext-hopnode.Ad-
ditionally, we utilize velocity informationto estimatethe
link lifetime, which canleadto the discovery of longer-
lived end-to-endroutes. Finally, the designgoal of our
approachis different from that in [20] and [21], whose
goal is to reduceredundantrebroadcastmessageswhile
enjoying highreachability. In contrast,thegoalof ourap-
proachis to discoverbetterroutesin termsof desiredQoS
metricssuchassmallestnumberof hops,lowestend-to-
enddelay, minimumtransmissionpower, etc.

A numberof power awareroutingprotocolshave been
proposedfor wirelessadhocnetworks.LikeourPANDA-
EC, PARO[23] assumesthat the nodescan dynamically
adjusttheir transmission range. PARO dependson redi-
recting techniqueto generatea path with a larger num-
berof short-distancehops.Accordingto PARO, aninter-
mediatenodewill redirectthe traffic of a direct commu-
nicationbetweentwo othernodesvia itself by inserting
itself into the pathwhenever it determinesthat doing so
will save overall transmission power consumption.Some
other protocols,suchas [24], takes residualbatteryca-
pacity into considerationand attemptedto avoid routes
wheremany intermediatenodesare closeto batteryex-
haustion.Similarly, theauthorsof [25] arguedthatalways
routingtraffic throughtheminimal power pathmaydrain
out the batteriesof certainnodesalong the path, which
in turn may disablefurther information delivery even if
therearemany nodeswith plenty of energy. Aiming at
maximizingthesystemlifetime asawhole,they proposed
a set of algorithmswhich balancethe energy consump-
tion ratesamongthe nodesin proportionto their resid-
ual energy. More recently, the work in [26] proposeda
novel approachfor power consumptioncalculationin the
routing process,which takes link error rateand thusre-
transmission powerconsumptioninto considerationwhen
attemptingto minimize the overall energy of the path.
OurPANDA-EC sharesthesamegoalasPARO in finding
routeswith multipleshorter-distancehops.UnlikePARO,
PANDA-EC utilizeslocationinformationto determinere-
broadcastdelay in the routediscovery process,which is
targetedto choosecloseneighboringnodesas the next
hop andhencereducethe overall transmission power of

the path. PANDA-EC canalsobe easilyadaptedto con-
siderbatterlifetime in routediscovery, whereintermediate
nodeswith high residualbattercapacityaregivenpriority
to gofirst.

VI . CONCLUSIONS

On-demandrouting protocols in MANETs, such as
DSR andAODV, often utilize flooding basedtechniques
to discover new routeswhenneeded.To avoid the prob-
lem of wirelessbroadcaststorm,the randomrebroadcast
delay(RRD)approachis usedin both DSR and AODV.
This RRD approach,however, may leadto the“next-hop
racing” phenomena.In this paperwe have proposeda
PositionalAttributesbasedNext-hop DeterminationAp-
proach(PANDA) to addresstheproblemof “next-hoprac-
ing”. In the route discovery process,PANDA attempts
to utilize positionalinformationto determinetherebroad-
cast delay. Aiming at finding better end-to-endpaths,
PANDA wasdesignedin sucha mannerthatgoodcandi-
datesfor thenext hopwill alwaysgo first andthus“win”
in the routediscovery process.We proposedtwo varia-
tions,namely, PANDA-LO andPANDA-LV. PANDA-LO
algorithmconsidersonly relative distancewhendeciding
rebroadcastdelay, while PANDA-LV takesinto consider-
ationbothdistanceandlink lifetime.

Throughsimulationusingns-2, we evaluatedthe per-
formanceof PANDA algorithms. Both PANDA-LO and
PANDA-LV can achieve betterpath optimality than the
RRD approach,while enjoying the samehigh end-to-
enddelivery ratio. SincePANDA-LO algorithmdoesnot
considerlink lifetime, it may lead to fragile routesand
thusdoesnot improve the overall end-to-enddelay. On
the contrary, PANDA-LV algorithm attemptsto choose
shorterhopsas well as longer-lived routesin the route
discoveryprocess.SoPANDA-LV algorithmcanimprove
bothpathoptimalityandend-to-enddelay.

ThePANDA approachcanalsobeappliedin searching
routesin termsof otherconstraintssuchastransmission
power consumption.Motivatedby the fact thatmultihop
routeshave lower power consumptionthan a big single
hoptransmission, we designedPANDA-EC algorithmfor
static or low-mobility wirelessnetworks suchas sensor
networks. Our simulationshowedthatat a moderatecost
of increasedrouting overhead,PANDA-EC can lead to
thediscoveryof datapathswith aslessasonly 15%~40%
transmission power consumptioncomparedto the RRD
approach. Since route discovery processis executed
occasionallyin staticnetwork topology, we canget high
performancegain in term of power conservation with
PANDA-EC approach.
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